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Research Investigates Systems and Software
Synthesis, Analysis, and Modeling Principles

Overview

‘ = Systems and software engineering strategies, principles,
benefits, and tradeoffs

= Example large-scale mission-critical embedded software system

= Investigations of synthesis, analysis, and modeling principles
= Synthesis: Lifecycle models
= Synthesis: System architectures
= Analysis: Reuse analysis
= Analysis: Structure analysis
= Modeling: Defect detection techniques
= Modeling: Measurement and prediction

= Conclusions and future work
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Research Investigates Systems and Software
Engineering Principles, Benefits, and Tradeoffs

ANALYSIS  SYNTHESIS

MODELING

PRINCIPLES

Lifecycle models: Frequent
synchronized design cycles and
system releases

System architectures: Layered
system architectures containing
embedded meta-language
programs and interpreters

Reuse analysis: Reconfigurable
component-driven development

Structure analysis: Inter-
component connectivity
analysis

Defect detection techniques:
Disciplined team-based peer
reviews

Measurement and prediction:
Automated measurement-driven
analysis infrastructure using
predictive models

Enables? ) ,

Enables? ) .

Enables? ) *

Enables ?

Enables ?

Enables? ) =

1888388

BENEFITS and TRADEOFFES

Organization of and parallelization within
large-scale projects

Rapid feedback and innovation
Visibility into stabilization and handoffs

User-customizability
Multi-platform portability
Automated testing

Sustainable multi-project reuse
Lower component defect rates
Lower component development effort

Lower component defect rates
Lower component defect correction effort
Lower component development effort

Early lifecycle defect detection
Low out-of-phase defect rates
High return-on-investment for prevention

Early identification of high defect or high
effort components

Statistical process control
Pro-active process guidance
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Research Investigates Systems and Software
Synthesis, Analysis, and Modeling Principles

Overview

= Systems and software engineering strategies, principles,
' benefits, and tradeoffs

‘ = Example large-scale mission-critical embedded software system

= Investigations of synthesis, analysis, and modeling principles
= Synthesis: Lifecycle models
= Synthesis: System architectures
= Analysis: Reuse analysis
= Analysis: Structure analysis
= Modeling: Defect detection techniques
= Modeling: Measurement and prediction

= Conclusions and future work
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Organizational Charter Focuses on Embedded
Software Products

Softw

= Embedded software for

= Advanced robotic
spacecraft platforms

= High-bandwidth satellite

payloads
= High-power laser
systems |
= Emphasis on both system ! < | i reng

man ag emen t an d p ayl 0 ad F*E'C!&Jih:;mfrzfﬂ:lﬁm Prefimiriary Design Detsiled D.éign Irrplernertation & I'.rt.egldim \-‘a’i‘ficdion.z\vﬁiddinn
software waerent s Fhase Phass Fraze Fhacs

i EOS Aqua/A
- Reusable, reconflgurable Prometheus / JIMO  NPOESS JWST qua/Aura Chandra

software architectures and
components

= Languages: O-Oto Cto
asm

= CMMI Level 5 for Software
in February 2004;
ISO/AS9100; Six Sigma

= High-reliability, long-life,
real-time embedded
software systems
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Prometheus Spacecraft Supports Jupiter JIMO
Mission over 9 to 14 Year Duration

Europa Ganymede ~4-6 year science observation time

@ (.> -

> 30 day science orbit > 60 days science orbit

> 60 days science orbit

JIMO Mission

Interplanetary Transit

Launch 2015

NORTIANIROF;L GIRUNMMAN
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Prometheus Spacecraft for JIMO and Related
Missions Enables Data-Intensive Science

= Spacecraft configuration PB1

= 58m length Aerothermal Protection\
= 36,375kg launch mass 5 Viodul C 4
; ower VIO e
= 5 processors, excluding " - T~
redundancy

= 250mbps transfer, 500gbit
storage, 10mbps downlink

= (Gas cooled power with
200kW Brayton output

=  Stows in 5m diameter
fairing

Heat Rejection

Electric
Propulsion

Spacecraft
Bus and
Processors

Stowed Spacecraft

Spacecraft Docking Adapter NORTIIROP GIRUMMAN

© Copyright 2001-2008. Richard W. Selby and Northrep-Grammman Corporation. All rights reserved.



Architecture Defines 5 Processors: Flight, Science,
Data, Power Generation, and Power Distribution

Power
llEmbedded software Iiainhvidiadids Spacecraft | Power
Implements functions |  Modue |||, Power

Science Computer Flight Computer | 4 ;ﬂgtggﬂfﬁl
for commands & Unit (SCU) | status/ Unit (FCU) Status&: POWER
SCu Commands Sensor Controller
telem etry’ Su bsystem Instruments Instrument Software < Il FCU Software Data Software
: Control JPL/NGC JPL/INGC
algorithms, o (including conrel ————— —-
) instrumen 1> /PCAD
Status, and software A A A PCS
Instrument Support’ Science Data JPL-GFP) [ B PCAD Elec.
data management, Status | tatus, ol | .
. Data ontroller
and fault protection Requested DataT Sl corvare
E (HS-Sub.)
o
Q
i and Commands 3 AACS
software growing to y Science Datay y Eng. Data &
Data Server Science and \ 4 cs

accelerate data
processing and
Increase science
yield

Unit (DSU) Engineering Data

;{ c High_t EMS
apacity
DSU Software < Recorder o
JPL/NGC Requested Data/ (HCR)
Status

HR

II

|
|
|
|
|
|
|
|
|
|
|
|
= Sjze Of On-bOard : Engineering
|
|
|
|
|
|
|
|
|
|
|
|

Ground EPS
" SOftware “adds Prioritized/Merged Data &E COMM
Value” tO miSSion by Command and Data Handling (C&DH) subsystem [—— _‘EC_onlna_nds
enabling post- | ¥ Telemety
del |Very chan ges to % Spacecraft Subsystems 1553 | : Crs
expand capabilities | mm coeeo somae 16501394 ) soiure
and overcome = Jlo-inee

Other Interfacing Hardware

Ground System

hardware failures
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Research Investigates Systems and Software
Synthesis, Analysis, and Modeling Principles

Overview

= Systems and software engineering strategies, principles,
benefits, and tradeoffs

= Example large-scale mission-critical embedded software system

‘ = Investigations of synthesis, analysis, and modeling principles
= Synthesis: Lifecycle models
= Synthesis: System architectures
= Analysis: Reuse analysis
= Analysis: Structure analysis
= Modeling: Defect detection techniques
= Modeling: Measurement and prediction

= Conclusions and future work
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Research Investigates Systems and Software
Engineering Principles, Benefits, and Tradeoffs

SYNTHESIS\

ANALYSIS

MODELING

Qstem releases

Lifecycle models: Frequent
synchronized design cycles and

System architectures: Layered
system architectures containing
embedded meta-language
programs and interpreters

Reuse analysis: Reconfigurable
component-driven development

Structure analysis: Inter-
component connectivity
analysis

Defect detection techniques:
Disciplined team-based peer
reviews

Measurement and prediction:
Automated measurement-driven
analysis infrastructure using
predictive models

BENEFITS and TRADEOFES

Organization of and parallelization within
large-scale projects

Rapid feedback and innovation
Visibility into stabilization and handoffs

SCALING DIMENSIONS

—
ﬂ N
(&)
2,
®)
= N
o 1 .\Qo"
1 >1 '\00

Teams
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Incremental Software Builds Deliver Early
Capabilities and Accelerate Integration and Test

10

CY 2004 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013

A | B | C | D

ATP/A/NPMSR SM PDRZ\ SM CDRZ\ BUS I&T/\SM AI& T\

Delivered to, Usage

11/04 1/05 6/08 8/10 8/12 8/13
Flight Computer Unit (FCU) Builds JPL/NGC, Prelim.
_ Hardware/Software
ECU1 | Prelim Exec and C&DH Software Integration

= FCU2 | Final Exec and C&DH Software
P Science Computer Interface
® Fcus | Power Controller Interface

AACS (includes autonomous navigation) @ £cus

Thermal and Power Control @ FCUG6

JPL/NGC, Final Hardware
/Software Integration
JPL, Mission Module
Integration

NR, | Power controller
Integration

NGC, AACS Validation on
SMTB

NGC, TCS/EPS
Validation on SSTB

NGC, Fault Protection S/W
Validation on SSTB

Configuration and Fault Protection w
Science Computer Unit (SCU) Builds

Note: Science Computer builds for common software only (no instrument software included)
\ Scu1 | Prelim Exec and C&DH Software

SCU2 | Final Exec and C&DH Software

JPL, Prelim.
Hardware/Software
Integration

JPL, Final Hardware/
Software Integration

Data Server Unit (DSU) Builds
\ DSU1 | Prelim Exec and C&DH Software

DSU2 Final Exec and C&DH Software

® DSuU3| Data Server Unique Software

NGC, Prelim. Hardware/
Software Integration

NGC, Final Hardware/
Software Integration

NGC, HCR Integration on
SMTB

Ground Analysis Software (GAS) Computer Builds
Preliminary Ground Analysis Software

Final Ground Analysis Software

JPL, Prelim. Integration
into Ground System

JPL, Final Integration into
Ground System

Legend: ] = | Design Agent N is defined as follows:
e 415 Performer of Activity N % IF;eql_uir_emenltgs _
reliminary Design
] = e P 3 Detailed Igyesign ?
2131415 [ NeC Prototype 4 Code and Unit Test/Software
S _ ] Role/activity shared by  Activity Integration o
= 23145 JPL and NGC 5 Verification and Validation
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Projects Define Risk Mitigation “"Burn Down”
Charts with Specific Tasks and Exit Criteria

WBS: 4.0 Spacecraft IPTRisk Owner: McWt 14 Dec 2005 |

Risk: CEV-252 - Hight Softw are Requirements Managem

Exit/Success Criteria:

26 1. BM1 complete; customer concurs with approach
25 2. Software requirements scope estimated (preliminary).
3. Software control board established (preliminary); change control process established.
24 4. SDP released. Spec tree defined.
23 5. RTOS lab evaluation completed. Capabilities validated using sim.
22 6. Software requirements scope estimated (final)
7. System development process flow models implemented.
21 8. Spacecraft/subsystems/etc. users define use cases (for I/Fs, functions, nominal ops, off-nominal ops, etc.)
20 completed.
19 Validated using models/sim.
9. Finalize IFC1 requirements: Infrastructure SW completed. Validated requirements using models/sim.
18 10. Baseline allocation of SW requirements to IFCs with growth/correction/deficiency completed.
17 11. Software control board (final) established
12. SwRR conducted. NASA customer agrees with software requirements.
16 13. Finalize IFC2 requirements: Inter-module & inter-subsystem I/Fs completed. Validated requirements using
15 models/sim.

M o[/10]

2 v

14. Initial end-to-end architecture model completed.

15. Finalize IFC3 requirements: Subsystems major functions completed. Validated requirements using
models/sim.

16. Finalize IFC4 requirements: Nominal operations completed. Validated requirements using models/sim.

17. Deliver IFC3: Subsystems major functions completed. Validated capabilities using sim.

Ll 18. Finalize IFC5 requirements: Subsystems off-nominal operations completed. Validated requirements using
10 models/sim.
9 19. Finalize IFC5 requirements: Subsystems off-nominal operations completed. Validated requirements using
8 ] models/sim.

20. Deliver IFC7: No new capabilities; Only system I&T corrections completed. SW complete for 1st mission.

2005 2006 2007 2008 2009 2010
Events

1: Conduct BML 2 : Bstimate softw are requirerents scope (prefiminary)
3: Bstabiish softw are control board (preliminary) 4: Release SDP(w ith spec tree, change process)
5 : Conrplete RTOS lab evaluation; Valdate capabiiies using sim 6 : Estimatte softw are reguiremments scope (final)
7 : hplement systemdevelopment process flow models 8: Spacecraftletc users definevalsimuse-cases (I, funct, off-nom ...)
9: FnalzevalsmIFCL requirerrents: hfrastructure SW 10: Baselne alocation of SW requirerments to IFCs w ith grow th/correction
11 : Establsh softw are control board (final) 12: Conduct SwWRR
13: Fnalizelvallsim FC2 requirements: Inter-nodule & inter-subsystem - 14 : itial end-to-end architecture model
15: Fnalize/valsim IFC3 requirements: Subsystens mejor functions 16 : Fnalizelvalsim IFCA requirements: Nomminal operations
17 : Deliver IFC3: Subsystens mejor functions 18: Fnalizelvallsim IFC5 requirenments: Subsystens off-nomninal operations
19: FAnalize/vallsim IFG6 requirements: Systemoff-nominal operations 20: Delver FC7: No new capabiites; Only corrections; 1st mssion ready

o Planned Risk Level < Planned (Solid=Linked, Hollow =Unlinked) >k  Control Points

Actual Risk Level Completed <> Completed
11 URTFAIROS GIRUIPMIPIAN

© Copyright 2001-2008. Richard W. Selby and Northrep-Grammman Corporation. All rights reserved.



Research Investigates Systems and Software
Engineering Principles, Benefits, and Tradeoffs

12

/SYNTHESIS

ANALYSIS

MODELING

PRINCIPLES

= Lifecycle models: Frequent
synchronized design cycles and
system releases

_»—System architectures: Layé
system architectures containing

embedded meta-language
~~.programs and interpreters

o

= Reuse analysis: Reconfigurable
component-driven development

= Structure analysis: Inter-
component connectivity
analysis

= Defect detection techniques:
Disciplined team-based peer
reviews

= Measurement and prediction:
Automated measurement-driven
analysis infrastructure using

predictive models

BENEFITS and TRADEOFES

User-customizability
Multi-platform portability
Automated testing

SCALING DIMENSIONS

—

ﬂ N

5

2

@)

= N

o 1 \Q(o
— 6\0

1 >1 '\Qo
Teams
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Common Requirements Enable Software Product
Lines and Layered Architectures Across Projects

W)n-Specific
requirements

I

Project 1

20%

E Common SW
E Functions for

Protocols, Fault
management,
Attitude, Power,
Thermal, etc.
Real-time
operating
system

80%

>
=
@©
c
@)
=
(&)
c
>
Y
Y
o
]
]
S
(@)
&)
)

e o o e e e e e e e e e e e e

Mission-
Specific HW
Processor &
I/O Interfaces

Legend

- Mission-specific

13 common across projects

Wn-Specific
requirements

Project 2

Wm-Specific
requirements

W)n-Specific
requirements

Project 4

Common SW

Protocols, Fault
management,
Attitude, Power,

E Functions for
\|  Thermal, etc.

Common SW

Protocols, Fault
management,
Attitude, Power,

E Functions for
i|  Thermal, etc.

E Common SW
E Functions for

Protocols, Fault
management,
Attitude, Power,
Thermal, etc.

Real-time Real-time Real-time
operating operating operating
system system system
Mission- Mission- Mission-
Specific HW Specific HW Specific HW

Processor &
I/O Interfaces

Processor &
I/O Interfaces

Processor &
I/O Interfaces

NORTIANIRO;L GIRUMMAN
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Architecture Uses Simple Task Structure,
Deterministic Processing, and Predictable Timeline

Flight Processor (CTC)

Minor Cycle
Tasks *

«——|ZITTITORO

C
&
D
H
F
M

High Rate BS BS BS BS BS BS BS BS
Tasks * Su SuU SuU SuU Su SuU SuU
TS TS TS TS TS TS TS TS

Three-task structure: 32ms task (high rate), 128ms (minor cycle), and
background task

Minor cycle serves as the main workhorse task that executes commands,
formats telemetry, and handles fault protection

Minor cycle command processor reads active command sequences and
executes individual deterministic commands

>50% margins at system delivery for processor, memory, storage, and bus

* Not to scale

14
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Research Investigates Systems and Software
Engineering Principles, Benefits, and Tradeoffs

- A
SYNTHESIS

ANALY SIS\

MODELING

{5

PRINCIPLES

Lifecycle models: Frequent
synchronized design cycles and
system releases

System architectures: Layered
system architectures containing
embedded meta-language
programs and interpreters

Reuse analysis: Reconfigurable
component-driven development

Structure analysis: Inter-
component connectivity
analysis

Defect detection techniques:
Disciplined team-based peer
reviews

Measurement and prediction:
Automated measurement-driven
analysis infrastructure using
predictive models

BENEFITS and TRADEOFES

Sustainable multi-project reuse
Lower component defect rates
Lower component development effort

SCALING DIMENSIONS

—i

% N

&)

2,

o

= N

o 1 .\Q(’
— 6\0

1 >1 NP
Teams
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32% of Software Components are Either Reused or
Modified from Previous Systems

—— Modules reused with no, slight, or major revision
—aA— Modules reused with no or slight revision

—8— Modules reused with no revision

100.00

90.00

80.00 L

70.00

60.00

|

40.00

Percentage of modules (%)

30.00

20.00

10.00

0.00 -

1 2 3 45 6 7 8 9 1011 12 13 14 1516 17 18 19 20 21 22 23 24 25

Project index (sorted order)

= Data from 25 NASA systems

= Component origins: 68.0% new development, 4.6% major revision, 10.3% slight
revision, and 17.1% complete reuse without revision

NORTINIROP;L GIRUUPMIMAN
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Analyses of Component-Based Software Reuse
Shows Favorable Trends for Decreasing Faults

1.50

1.25

' = 1.00
(]
E
3

c 0.75
o
o

12 0.50
=
T
L

0.25

New . - : -
Major revision | Slight revision |Complete reuse All
development
B Mean 1.28 1.18 0.58 0.02 0.85
Std. dev. 2.88 1.81 1.20 0.17 2.29
Module origin

= Data from 25 NASA systems

= QOverall difference is statistically significant (a < .0001). Number of components
(or modules) in each category is: 1629, 205, 300, 820, and 2954, respectively.

17 NORTINIROFP GIRUMPMAN
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Research Investigates Systems and Software
Engineering Principles, Benefits, and Tradeoffs

- A
SYNTHESIS

/ANALYSIS

MODELING

PRINCIPLES

Lifecycle models: Frequent

synchronized design cycles and
system releases

System architectures: Layered

system architectures containing
embedded meta-language
programs and interpreters

Reuse analysis: Reconfigurable

_»—Structure analysis: Inter- -
component connectivity ‘ .
analysis

\

18

component-driven development

Defect detection techniques:
Disciplined team-based peer
reviews

Measurement and prediction:
Automated measurement-driven
analysis infrastructure using
predictive models

SCALING DIMENSIONS

—

_,(2 N

3]

2

o

o ’l\.oe
— éz}

1 >1 '\00

Teams

BENEFITS and TRADEOFES

Lower component defect rates
Lower component defect correction effort
Lower component development effort

NORTIVIROP GIRUNMPMAN
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Analyses of Software Architectures Shows Fault
Trends for Component Interactions

19

Faults per Component (average)

Fault-Proneness for Component Interactions

1.750
1.500
1.250
1.000
0.750
0.500
5 E— !
0-000 1st Quintile |2nd Quintile | 3rd Quintile | 4th Quintile | 5th Quintile All
B Average 0.191 0.280 0.438 0.789 1.524 0.598
Std. Dew. 0.745 0.875 1.358 2.048 3.048 1.809
N 1566 867 1128 920 988 5469

Interactions per Component

= Data from 23 NASA systems
= 5469 components analyzed and categorized by quintiles

Absolute

NORTINIROP;L GIRUUPMIMAN
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Analyses of Software Architectures Shows Fault
Trends for Component Interaction Relative Factors

20

2.50

Relative Factors for Component Interactions

B Faults (ave.) @ FaultCorrectionEffort (ave.) O DevelopmentEffort (ave.)

2.11

N
o
S

1.44

=
[}
o

=
o
S

1.251.26

1.09
1.001.001.00

0.920.93

Dependent Variable per KSLOC per
Component (relative factor)
o
ul
o

0.00

U.60

0.53

0.66

1.28

1st Quintile

2nd Quintile 3rd Quintile 4th Quintile

Interactions per KSLOC per Component

5th Quintile

= Data from 23 NASA systems
= 5469 components analyzed and categorized by quintiles

Absolute norm-norm

NORTINIROP;L GIRUUPMIMAN
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Analyses of Software Requirements Shows Leading
Indicators for Implementation Scope and Priorities

Ratio of Implementation Size to Requirements

N Size / Requirements - - - - Average (ex. #14) Average + 2 std. (ex. #14)

550
500
450
400
350
300
250
200
150

Source-Lines-of-Code
Requirements

= Data from 14 NASA systems

= Ratio of implementation size to software requirements has 81:1 average and 35:1
median; Excluding system #14, the ratio has 46:1 average and 33:1 median

= Ratio of software requirements to system requirements has 6:1 average

21 NORTIANIRO;L GIRUMMAN
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Research Investigates Systems and Software
Engineering Principles, Benefits, and Tradeoffs

PRINCIPLES

= Lifecycle models: Frequent
synchronized design cycles and
system releases

SCALING DIMENSIONS

>1

= System architectures: Layered
system architectures containing
embedded meta-language
programs and interpreters

- A
SYNTHESIS

Projects

= Reuse analysis: Reconfigurable
component-driven development

= Structure analysis: Inter-
component connectivity
analysis

ANALYSIS

BENEFITS and TRADEOFES

"ﬁe_ﬁ detection technigues: = Early lifecycle defect detection
Disciplined team-based peer = Low out-of-phase defect rates
&ews = High return-on-investment for prevention

= Measurement and prediction:
Automated measurement-driven
analysis infrastructure using

predictive models
22 NORTIANIRO;,L GIRUINMINMAN
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Analyses of Software Defect Injection Phases
Reveals Distributions

Software Defect Injection Phase

50.0% 49.1%
.0%

45.0%
40.0%
35.0%
30.0%
25.0%
20.0%
15.0% 210611 10.6%

10.0%

9 2.3% 2.5% 19
5.0% T570% - ' 07% 0.1% 0.0%
0-0% 1 1 1 — 1

Defects (%)

System Development Phase

= Distribution of software defect injection phases based on using peer reviews
across 12 system development phases

3418 defects, 731 peer reviews, 14 systems, 2.67 years
= 49% of defects injected during requirements phase

23 NORTINIROP;L GIRUUPMIMAN
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Analyses of Software Defect Injection and
Detection Phases Reveal Distributions and Gaps

Software Defect Injection and Detection Phases

—=— Defects Injected (cumul. %) Defects Detected (cumul. %)

100.0% / S
90.0% pra——
80.0%

< .
° 70.0%
= _/
2 60.0% —
=
L 50.0% /
2 40.0% 7
(D)
‘g.) 30.0% /
20.0% /
10.0%
00% “/—T’J/ T T T T T
» Q Q X A Q A Q o
& < (Qe‘\\(? L & F & < N SIS
QO < . Q Q N ) N N & &
¢ o S S L O & @ Qo<‘ S K
& &g S 2
& < N\
xR )

System Development Phase

= Cumulative distribution of software defect injection and detection phases based
on using peer reviews across 12 system development phases

= 3418 defects, 731 peer reviews, 14 systems, 2.67 years

= 50% defects injected by requirements, 70% by detailed design; Gap shows leakage

24 NORTINIROP;L GIRUUPMIMAN
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Web-Based Workflow Tools and Infrastructure
Support Software Process Flow

ZiEmbedded Software Processes Flow Guide (PRC)

osoft Internet Exploter Pt Sl IR S e U =iBlx| SEPG Peer Review - Microsoft Internet Explorer provided by Northrop Grumman Corpor _lolxi
He gt vew Fowres Tk teh [ ] Ele Edt View Favortes Took Hep ‘
Requrements Codat & ] |
Development prefiminary | [ TR |y | Oetaited |3 (10R3 17| Ui ent oRe || vey ok - = - (@[] 4| Qsearcn Ggravorees (B | E)- S W] -
and Design SHPDR Design [ Plswcom TRR Testin 5
Management . i) " S i . Address (€] hwtp 7sepaisprajsearch_pr.asp =] P [unks
Software I&T
i iminary Design Detailed Design Implementation & Verification & SEPG Home Peer Reviews Action ltems Create New Metrics FAQ Help Admin
& Management Phase Phase Phase Integration Phase Validation Phase
T Tasis to b Completed Tasks o he Completed Tasks (0 be Completed Tasks to be Completed Before IDRAS Peer Reviews Search
Before IDR#1 Before IDR#2 Test Fen
Develop concapt of opsrations - Design metrods estabished o camponertAunt I design - Define codn standsrds ControlMaintain SW Test Procerres
Evalid conceft of operdtons ~ Desin ool ertifcation tora Define use tertece Sl TG
ct Create S Test Plan Frodict evaluation Program - Subproject Seareh For: Title:
Bn Define fil header format oA 9 prok
Sl lement code unlsicomponerts - Perform V&Y per SW TestFlan
EEDCCE eI A T — Peer review coks untsicompanerts - Documert Discrepandies in SPCRS
Allocate rectirmerts to componerts. - Product conponent I design crieria defnions Perform i tests e T Cetcenent ok - — rterty Author
Establsh componert recuements - Archtecture establshed Componertii rerene tests Corumert est Repor (48L - CIS Sotware
Ectablh performance requyements - Detalled aernete archiscture alocation Contuaton nanagenentof coseptdeTHs o O e
Define scceptence method Crtera UptedEvare wiskonponerts o P
Brchizcture rade stuiesisk raceabily malrices )
e s s Upseted rchtecture Configuration managed documerts | AEHF - Nuller Test Set Filter By:  Actual Date:
Analyze recuiremerts Bychisclure n exermal & rtemal 1F u [ AEHF - Payload Test Set N -
Define verifation method brchiecture deciion talonale deserptions Upite techrical s package SortBy:  Column: [PRNumber | (" ascending © Descending
Pertorm isk analyses Feasiity sndysis Upslted nerface descrigions eirtain Softnere Developrert Folders
Define ToHs - Frctoype bt (1 necessary)
Valste stakeholder requiremerts - Updte concept of operations
Define buids based- Prodctcompnent raquremsrts
stakcholder nesds upclatedevalusted
Allscale rectirements o bulds Updted 5 arlfocts based on
Creste traceablty mairices solution
Stakehokder Requirements Designhupdate externalend fternal
Pesr Reviews s
Obteinstekehotder spproval Traceaity mairices
Conirol vequiremerts changes Establsh terfacs repostory i
Gonrat R o Total Record Counts 317
e Opened
obish version cortrol as necde q -
Updted relase plns (s needed) ~qram = (Perel (i Actual Date Action
Peer review desin Wit stakeholers Author Date | Submitted | ‘Uon
ety procct comparerts & N
IF designs 5 T
Cartrolaperaved design work product Aty YU 7/28/2004 | None 1
Upelle TPNS
Generals IDRA2 Review Package P PEEEEs || Moo 7
- 5 Chris Chikami | 7/28/2004 | 7/26/2004 3
Nete: Tric summery chartprovided fo nformetion oiy. The SPRM (MNL37E) and SSPH (WNL3FT) arethe Tt TFiTS
e Generatc DR#4 Review Package
are - FSW |121: SBC Interface Unit Test Peer Review Eric Liang 7/23/2004 | None o

* For an DR review, achisvement of an evaluation score of »= 2.5 authorizes pragression tathe next stage. r |
- - ] Lacal inkranet Y
SEPG Peer Review - Microsoft Internet Explorer provided by Northrop Grumman Corpor: crosoft Internet Explorer provided by Northrop Grumman Corporation [
Fle Edt Vew Favortes oo Hep s Took Help |
Eek - = - (D @M Qloearch [Egravorites Qg| = W - @H QEeach [ifFavories (4 ‘ B & o
Address [&] http: fsepaisprajext_crkteria.asp prajsearch_si.asp =] Pe ‘Lm ”‘
SEPG
-t X Program: SIM  Subproject: Fligh
g
L -
Prepared By (Peer Review Authar) E X I t l \ C t I O I I
Software Project ManagementTeam Lead™ ||Approve ]
Abe, Gerakd
Peer Review Exit Criteria (To be completed by the Peer Revie

Assignee: |quila, Lemuel

[] []
meeting) 4llen, Francis
= Ameicia, Rudy =l
1. Are the action items, key comments, agreements, and me} z ~

properly entered into the peer review portion of the SPRA |

IPLand System engineering need =]
2. Are all action item assignees aware and knowledgeable of the actions assigned te them?* No =] ||nofification E— | Reset

L]
H

€ ascending  Descending

Download To Excel |

3. Do all action item assignees know to status their actien items en the peer review portion of the o = JPLfam:i System enginesring need = B
SPRA metrics spreadsheet? o nofification e Action ltems Search Results
4. Are all peer review work products captured in the project data repositeries (e.g., software IE' ’ = | < Total Record Count: 2207
development folder)?* L2

2 P:Ii‘: Program - Subproject Peer Review Title Action Item Description

o . =] I TEEEEESS————EEEN— ...

5. Were the objectives of the peer review met?* ves =] B NPOESS - Exec Processor Selftest GEt glabal data types from the

= 3171 Flight Software - FSW | Top Level Design whale team. New Assigned | Kevin Guthrie Amy Yu 8/10/2004
6. Was the review material completely reviewed?* Yes ¥ ﬂ [ e P - ;am_chtecksuhm_:gu\t_tel;ab\e's

Y - ¥EL PrOCESSOr Selftes! escription shoulct matc

H s Flight Software - FSW | Top Level Design requirement and it's range Rt AeRgeRt [Nl efRnis ST D i)

7. Does the product require extensive rework that warrants a re-review?* No =~ | shiould be fatel/not fatel
NPOESS - Exec Processor Sefftest  |Check all data types against
3173
2 Rased on ist staps 5_6. and 7. is a re-review of the paer raview matarial > — =1 = _I Flight Software - FSW | Top Level Design requirements New Assigned | Marcel LeRutte 6/11/2004
&] Done | Local intranet Y

Local intranet

|
] I 4
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Research Investigates Systems and Software
Engineering Principles, Benefits, and Tradeoffs

SYNTHESIS

N
(o))

ANALYSIS

/ MODELING

;/lerasurement and predictioms

~~predictive models

PRINCIPLES

Lifecycle models: Frequent
synchronized design cycles and
system releases

System architectures: Layered
system architectures containing
embedded meta-language
programs and interpreters

Reuse analysis: Reconfigurable
component-driven development

Structure analysis: Inter-
component connectivity
analysis

Defect detection techniques:
Disciplined team-based peer
reviews

Automated measurement-driven
analysis infrastructure using

SCALING DIMENSIONS

>1

Projects

BENEFITS and TRADEOFES

Early identification of high defect or high
effort components

Statistical process control
Pro-active process guidance

Va s/ a0 @ a/a % ol <)a (5 sclaclalald
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Data-Driven Statistical Analyses Identify Trends,
Outliers, and Process Improvements for Defects

Defect Density for Code / Unit Test Peer Reviews

5/5/2003 10/9/2003 2/9/2004_—"| * Six Sigma Project Introduced
27 — New Peer Review Process
| * Provided Training on Process
| I I
UCL I I
— I I - | + New Web-Based Peer Review
I I Tool
—] | | * Provided Training on Tool
C
— I I
p) T I UCL I These defects are action items
resulting from peer reviews o
X | | lting f i f
~ T | | software code and unit testing
7)) | | plans and results.
-IG —
I I
§ N | Mean ﬁ | UcCL Data from 10 systems
— el IN . eap
X
0 — N u \Xf X X X
LCL=0 . LCL=0 , LCL=0
|
Bt @QI, @QI, (9043 WQQL
o o ,{l/\'\\ \"Q\

= Control chart of metric data from example Six Sigma projects focusing on
fault (or defect) density in peer reviews of software components

= Process improvements decreased variances and decreased means
27 NORTIIROP GRUPMMAN
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Measurement-Driven Decision Models (Trees,
Networks) Predict High-Risk Software Components
= Focus on high-payoff areas: the 80:20 rule
= Generate decision trees or networks automatically

= Scalable to large systems

= Leverage previous experience and calibrate to new environments

= |ntegrate measurements from processes, products, projects,
teams, and organizations

Metric-A
Example:
0-3 4-5 6-10 >1
@ Metric-B Metric-C Metric-D
0-12 >12 Lowor High Real-time Non-real
medium time
Metric-E

“+” : Classified as likely to have property P (e.g., 0-150 >150

high integration faults)
“.” . Classified as unlikely to have property P

28 THIROPr GRUPIMAN

© Copyright 2001-2008. Richard W. Selby mtion. All rights reserved.



Predictive Models Identify Leading Indicators of
High-Fault and High-Effort Components

Model Accuracies and Tradeoffs

100
+ Al
90
- & Trees
X
80 x I O Networks
B Faults
— 70 " O Effort
S .D * A Design
5, 60 L
% = XA A Code&Test
E 50 ® Faults:Trees
5] a
a O Faults:Networks
£ 40 X
8 - Effort:Trees
30 - Effort:Networks
X Design:Trees
20 X Design:Networks
10 E Code&Test: Trees
E Code&Test:Networks
0
0 10 20 30 40 50 60 70 80 90 100
Consistency (%)

= Data from 16 NASA systems. 1920 model variations.

= Consistency is 100% minus percent false positives. Completeness is 100%
minus percent false negatives.

29 NORTIANIRO;L GIRUMMAN
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Interactive Metric Dashboards Provide Framework
for Visibility, Flexibility, Integration, Automation

DASHBOARD Metrics: Organization: Project: Manager: Contact: Status:
[ Development V| [ABC Products Division V| [ XYZ System V| FirstName LastName Name@ABC.com x12345 10/1/2004
Outliers . Y] Outliers [ ] Outliers . »B Outliers >
. RrRequirements Progress
Daia Requirements Data Reuse Data Technology Infusion Data Progress |
Contact == Plan mmmm Actual M| [contact == Plan mmmActual [ll| |Contact == Plan mmmActual [l ||Contact —e—Plan —=—Actual i
Help LCL ucL Help LCL UCL Help LCL UCL Help LCL ucL
30 70% 7 250
25 60% +—— 6 200
50% 5
ig 40% 1 =) | 4 77 150 %
= ,_' 30% 1 3 100 -
10 1 — 20% 2
5 r 10% 1 1 50
0+ . . . 0% . . . 0 r r 0 . . .
Jun-04  Jul-04___Aug-04 Sep-04 Proposal SSR PDR CDR Jun-04 Jul-04 Aug-04 Sep-04 Jun-04  Jul-04 Aug-04 Sep-04
Up Down Lewel 1] All Wl |Up Down Lewel 1] All M |Up Down Lewel 1] All Up Down Level 1] All V]
Outliers . ] Outliers L Outliers . > Outliers .
Data Cycletime Data Deliveries >. Data Pre-Delivery Defects | Data Post-Delivery Defects (4 |
Contact ——Plan —s—Actual pJll | [Contact E==1Plan B Actual B | [Contact == Plan EEE Actual B | | Contact =2 Plan ©m Actual [ ]
Help LCL ucL Help LCL ucCL Help LCL ucCL Help LCL ucL
25 25 250 14
20 20 200 12
—n 10
Bre————— || ® = e iy S
10 10 -—l_- 100 6 1 T
4 4
5 -THE -TIHIE HAHHEE
0 T T T 0 T T T 0+ T T T 0 T T T
Jun-04  Jul-04  Aug-04 Sep-04 Jun-04  Jul-04  Aug-04 Sep-04 Jun-04 Jul-04 Aug-04 Sep-04 Jun-04 Jul-04  Aug-04 Sep-04
Up Down Lewel 1] All W [Up Down Level 1[ All Y |Up Down Level 1[ All Y |Up Down Lewel 1[ All Vi

= Interactive metric dashboards incorporate a variety of information
and features to help developers and managers characterize
progress, identify outliers, compare alternatives, evaluate risks, and
predict outcomes
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Research Investigates Systems and Software
Synthesis, Analysis, and Modeling Principles

Overview

= Systems and software engineering strategies, principles,
benefits, and tradeoffs

= Example large-scale mission-critical embedded software system

= Investigations of synthesis, analysis, and modeling principles
= Synthesis: Lifecycle models
= Synthesis: System architectures
= Analysis: Reuse analysis
= Analysis: Structure analysis
= Modeling: Defect detection techniques
= Modeling: Measurement and prediction

‘ = Conclusions and future work
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Define "Grand Challenges” Problems for Systems
and Software Engineering

32

Example from Computing (2004)

Grand

Contents

c hal I enges ‘ Introduction
in Computing

Tony Hoare and Robin Milner

GC1 In Vivo—in Silico (ViS): the virtual worm, weed and bug
Ronan Sleep
Re SearCh GC2 Science for global ubiguitous computing

Marta Kwiatkowska and Vladimiro Sassone

Tony Hoara and Robin Milner : : GC3 Memories for life: managing information over a human lifetime

Andrew Fitzgibbon and Ehud Reiter

GC4 Scalable ubiquitous computing systems
Jon Crowcroft

GC5 The architecture of brain and mind
Aaron Sloman

GC6 Dependable systems evolution
Jim Woodcock

GC7 Journeys in non-classical computation
Susan Stepney

Source: http://www.ukcrc.org.uk/gcresearch.pdf
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Software Engineering Book Captures Best Practices
for Economics, Quality, Process, Risk Management

Barry W. Boehm'’s
Lifetime Contributions to
Software Development,

Management, and

Research, IEEE

i Computer Society and
Barry W. Boehm’s John Wiley & Sons: New

| Lifetime Contributions to York, May 2007, ISBN
: 9780-4701-48730.

Software Development,

= Richard W. Selby, Editor,
Software Enqgineering:
| 48
%"
_Sg..
\zv

Management, and Research

= Rick.Selby@NGC.com

by Richard W. Selby
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