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Constellation’s Projects

The Constellation Program is comprised of seven Projects:
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NASA’s Exploration-Readmap
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Ares |-X
Test Rocket

Workers at NASA's
Glenn Research
Center in Ohio inspect

the latest simulated
segments for the Ares
|-X test rocket to

L. complete production.




Ares J-2X Engine Testing

Engineers at NASA'’s Space Flight Center in Huntsville, Alabama, completed a
series of test on a key component of the J-2X engine, which will propel the next-
generation Ares Rocket on its journey to space. The test on August 15, 2008

was the last of 20 in this series.



Main Parachute
Fabrication
Columbia, MS

Main Parachute Test *
Yuma, AZ




Orion Progress

10

Motor firing for Launch Abort System



Wind Tunnel test of the Orion Launch Abort System model **
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Crew Module Boilerplate Test
Article — Entering Structural

Testing at Langley Research
Center

After Painting at Dryden Flight
Research Center
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- |-Suit Test on DC-9
- Mark 11l Ladder Test
- Suit-seat Test

- I-Suit Through Lids
Tunnel




CxP Information Systems (IS) Office

» CxP Information Systems Office

— Manages the Constellation information systems that support the program’s
processes across the lifecycle phases - DDT&E, Operations & Support,
Retirement and Disposal.

» Approve IS efforts to provide capabilities across the program

* |dentify and develop (if necessary) of IS standards

» ldentify and document authoritative data sources ,

» Establish and manage organizational IS agreements internal and external to program

— Represent CxP IS to
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Current State of IS - “Environment Challenge”

NASA Approach: 10 centers, multiple autonomous levels, separated
IT infrastructures, separate tools

— “Corporate like” within a single center and/or a directorate at the
Centers, particularly the Engineering Directorates

— Sharing data across centers, programs and projects, contractors all with
different tools requires a new level of collaboration
Corporate Approach: Common IT infrastructure within common
firewall

— Sharing data easier through common tools/infrastructure

Common Problem (both NASA and Corporate): data sharing across
corporate boundaries, e.g., between primes, sub’s and numerous
equipment suppliers, is still problematic and must be managed

Constellation Program: Integrating data from 10 “corporate-like”

NASA Centers and prime contractors and numerous suppliers
16



Current State of IS - “Data Challenge”
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Architecture
Mas:
L

CARD 3.2 Compliance Evaluation

Requirements Compliance Matrix
Red, Yellow, Green, Grey Count
100 TOTAL

Thermal Margins

Power
Communications/|
CAT Lunar S
oads and
Struct & Mech By
Life Support &
Human Systems
= eeommanes
FP, Navigation & v s
Tracking

Latest assessment shows IC ground prelaunch critical 1
Round ot path exceeds Threshold & Objective requirements W ]

Thveshaid Requiement 9 Hours (45 Days @ 6-daytdshit)

Objecive Requirement: 45 Days i o oo Pt ||
Curent Assessmer 901 Hours (GOTARS Reiutis

Mitigation Strategy rm

TPM established to focus and refine assessment throughout PDR
seasons (see TPM package)
02 SLOC/LOM GOTAGIGOTAR provides integrated forum for assessment
TPM reporting on a 2-month cycle
IRMA 3213 mapping mitigation actions and identifying opportunities for

Life-Cycle Cost
improvement

Life-Cycle Cost

g Glosing The. Inadequate CEV-CLY B s hourost
H - RETTRe R DR . chicciue & | Ciearance During Dev.

g —— IRA 2140 nar Stage Abort Assurance

= RMA 1135 iR 1175 [,

<<

ThrustOscitason Ml 36 Hour Post eV Radiaion
RMA 2149 Landing Crew Shisng
Sunpal

=]
3 i
' i T e
Reqmts Trace & TBD/TBR ] CXEEMAP § =HE
& CR Control ] T

Completion of CxAT
Lunar activi

Sult Pressur LCCR downgrades
speret || Genaing

e
| poniing. |q s
: SE&I Top Technical Issues
Weekly Status 6/24/2008

Current & In Work Mission
Resources and Performance TPMs

Thrust Oscilation e prosemed o
Phoprosch ewsed i

IRMA 2149 [ﬂmﬂ@ SReduce to rew pd
.

printed: 6126/

sion Resource: ‘
HoLeveL! and Performa

Tntegrated
o

C [ Stochastic Margins Analysis @TLI

Lunar Outpost Mission)

Integration &
Mitigation

Ureniumred o s < o meseme SECTa Glosing The Architecture$
Lunar IRMA 1135
Calculated Gross SThe recommended architecture has been vetted with ESMD andxP management and was reviewed at the
final F2F May 20-21
SThe architecture includes the 51.00.48 Ares V launch vehicle that can deliver ~7InT to TLI, and the p0711.8
At
Req( Del Capability . . il iha eatures aflt op OM concept i ieaied ascent & habiat modle and a separate ik
SGlobal lunar access can be achieved wit 1
ida mposite SRE cases (51.00.47
TLI Stack Control Mass - hould ‘the additional -3.6mT of performance
Sto jperformance margins asses: niinue beyond LCCR o further refine our understanding

developed 1o incorporate these requirements in the CARD after

Predicted Mass® === Expectod Tow o
Towwen i+ orion + A 5122108,

ehicie config

d vehicle appro

IGA (Altair + Orion + SA)

orate
urent Alair pLOC estimate is 1:176 (CARD requirement is 1:250). Further improvements ipLOC wil be.
SsiveLDACS
SThe p el Is being updated with LDAC-2 data
7The ADD is currently being updated 1o incorporate lunar coritent (Ares V and Altair) derived from i




Cx Program Characteristics
Impacting Configuration and Data Management

= Schedule

Multi-decadal program

Some systems in operation while other systems are In
development

= Technical

“Multi-planetary body” infrastructure

Massive amounts of data generated

Massive amount of legacy design data exists

Existing and new applications being used in parallel
Agency enterprise architecture in parallel development
ITAR and SBU data

= QOrganizational

Multiple organizations supporting DDT&E
Separate organization supporting operations
International partnerships being discussed/worked
A PROGRAM spread across 10 NASA centers
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IS Office Near-term Priorities (Cont.)

= Cx Information Systems “Architecture” Diagramming

— Four diagrams will be developed that will describe the Cx IS
architecture:

« Capabilities Architecture R\
— Business processes

» Data Maps
— Data Sets
— Data Flow Diagrams Cx lS_

- Application Architecture > Enterprise
— SW Application diagram and corresponding table Architecture
— Registries and databases

e Physical Architecture
— Hardware, facilities and networking W,

— Initial Diagrams developed; currently being updated for Build 2

19



NASA Agency Enterprise Architecture Efforts

Vision for Space Key Drivers

Exploration

| Failure
Vision, Approach, _r Scenario
& End State

ATV Vision — Governance

Activity Data
Requirement

Categories Security

Model-based
Systems Engineering

Processes

Tools

xXxMD Architecture

Performance Architecture
Measurement and Metrics to
Evaluate Accomplishment

Business Architecture
Vision, Mission, Goals

Data Architecture
Organizing, Structuring, & Sharing
Data for Leverage and Reuse

Service Architecture

Activities that Directly Support
Business Goal Achievement

Technology Architecture
Enabling Capabilities that Support
the Delivery of Services

Enable xxMD
Mission Goals

Future Architecture Work
Key Drivers .
Vision for Space
Exploration
Failure ¢

Scenario Vision, Approach,
& End State

Strategy

Governance <+— Vision

Requirements
Flight & Ground System

Achieve Agency Goals
Goal 4 Goal 5 Goal 6

Bring a new Crew  Encourage the pursuit  Establish a lunar
Exploration of appropriate return program
Vehicle into partnerships with the having the

service as soon commercial space  maximum possible
as possible after sector utility for later

Shuttle retirement missions to Mars

and other
destinations




| ELD2 APPS Crpyner, T Wersn: Ot A Created: 09/22/08

DFD | Build 2 Application Architecturs Easeline; Last Mod: 09/24/08

Iegrated
RE&, Loak
BLOZ_AP PS03 FLOZ_8F S,

LMCD Seto b
i
# bt
[
LuCo i
] 1 SIp RIOI
] IDE |

iledc kil
BLDZ_APPS.L

RID_CouCERT
BLDZ_APPS.2

BLDZ_APPS.11 BLDOZ_APPS.3 BLD2_&P PS40

r
YELD2_ &R PS.itr
b

”

W Ul k1T

UzerReq

Jia ROCM CrEEMAP
BLD2_ AP P56 BLOZ_APPS.39 BLODZ_&P PS4

LD&P
BLOZ_AF P52

oral

AT icatior
BLDZ_apps.21

BLDZ_APR P55 \N-.,

N

Cher URLFONEr URLFOlET URL Raliier URL P

Caksdar

Wiz ig it
BLDZ_AP PS03

CRADLE V56 | Produced by: TOM | Date: 09/24/08 | Page: 1 of 1 | UNCLASSIFIED




Areas of Focus for CM/DM Community.

= Early support to defining enterprise architectures
= Configuration and data management processes

that

adapt to emerging technology capabilities

* Model-based project management and systems
engineering

= App
moc

iIcation-independent data descriptions /
els

= FVvO

ving support across the whole lifecycle of a

program
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Concluding Remarks

= Constellation’s success Is highly-
dependent upon the CM and DM
community’s support and proactive
Involvement

» Data Is “KING”...for many years in CxP

* The Constellation Program has significant,
and sometimes unique, challenges to
consider when applying CM and DM
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