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Legacy Aircraft

The “Green Machine”

= A-10 designed as a tank buster, low-technology, easy to
maintain ground attack fighter

m  A-10 upgrades limited in scope and capability.

m Sustainment programs
e Largely form/fit/function replacements.

m Lack of funding and a master plan (architecture roadmap) resulted in
stovepipe sustainment/capabilities modifications without
considerations for:

e Systems Engineering

« Distribution of functions
« Growth of capabilities

* Interoperability
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Beyond Design Life
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Baseline Graph extracted from USAF Viable Combat Avionics Initiative Implementation, Mr. Doug Ebersole;
AFMC Aeronautical Enterprise Program Office; 22 Oct 02; pg 5
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Precision Engagement
This Ain’t Your Daddy’s Hog
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L Lt/ I
Viasiaaae =

-—

Armament and HUD
Control Panel
—

’ -~ New Stick Grip

New Right
Throttle Grip

m Precision Engagement is the largest upgrade in the history of A-10

m Significantly upgraded and changed the platform, providing an integrated
avionics suite with a considerable number of functions moved into software

m New aircraft baseline provides a point of departure for many new operational
and sustainment capabilities
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A-10 2030
“To Infinity and Beyond...”

smaller, generally sustainment-bas: rograms with
afoeuws on form/fit/function replacemertt

B Eniekprise architecture maximizes the bang for eye?y
dollar spent

B Future prograns.-post-PE, will.be fg_ rqu to be

]
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"Avionics Sustainment Program (ASP)
(Wish List)

Replace w/ MFCD

Flight Instruments Engine Instruments
D,R,M,0O, P, I D,R,M, O,

ALR-69/ALQ-213 (addressed in EWSU)
nl R! M| O] P, G, F, I

Fuel Quantity ID !
D,R,M,O,P,G,I Replace w/ software

Replace w/ upgraded RWR

Nav Mode Select Panel |
D,R,M,0,P,G, I Replace w/ software

Heading & Attitude Reference System
DD _MN_O P1G,F,|
Replace w/ COTS B/U instrument

Caution Annunciator Panel
Dl R1 M| O| P, G, F, I

| Communication/Navigation
R,M, P, G, I

Integrate with OFP

Replace w/ software

Control Display Unit |
D,R,M,O,P,G, F Replace

Intercom Panel
Dl R1 M| O| P, G, F, I

Replace w/ software

Data Transfer System Digital Video and Data Recorder
D,O,P,GF D,R,M,0O,P, G, F, I

Upgrade/Consolidate Upgrade/Consolidate
Key Out of Cockpit systems
D — Diminishing Manufacturing Sources & Stall Warning System -D, R, M, O, P, G, F

Material Shortages Issues Embedded GPS/INS -R, M, P, G Replace w/ software
R — Reliability Issues Data Distribution - none Update
M — Maintainability Issues TEMS/ADR-P, G, F Develop/Integrate
O- Obsolescence issues Radar Altimeter - R, M, P, G Upgrade/integrate
P — Performance Issues (Operations) Replace
G — Growth Issues
F- Function is duplicated elsewhere
| — Not integrated
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A-10 Integrated Lifecycle Management Process

LAs with ALCs and DMS
& Spares Retention

37s, 1067s, ASRRC, CDD:
Connectivity, PUP, EW

<DMS & Spares Retention

<PMD, SEP, FVB Report
<3

A-10 Weapon System Roadmap
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AVSATA FYO7 — FY12-13: Avionics Architecture/Roadmap

Analysis >>> Multiple OAs >>:

Permanent Mods >>> ASP

~ i~

3400 POM PEM POM
594, 592, 583, 540, MSD 30XX_3600

= =¥

Sustainment and Modernization Modifications
SLEP, Wing Replacement, PE, Suite Updates, Consolidated Mod, etc
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\ 4 .
\%Z A-10 Integrated Architecture
A

m AVSATA provides the framework to help make the most of the
resource limited sustainment programs

m Integrated architecture provides a comprehensive plan for the
operational and technical capabilities and interconnections
required by the aircraft lifecycle sustainment

m Defines a roadmap to show smaller programs how they can fit into
the overall plan

m Defines a way to leverage small sustainment investments into
significant increased platform sustainment and capability

m Path Finding process applied to legacy sustainment

m Keep A-10 relevant in our nations conflict and at the forefront of the
force throughout its lifecycle.
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ARCHITECTURE &
REQUIREMENTS OVERVIEW
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Integrated Architecture
Overview

OGDEN AIR LOGISTICS CENTER

= What is an architecture?

m “The structure of components, their relationships, and the principles and
guidelines governing their design and evolution over time” — DoD Integrated
Architecture Panel

= What is an “integrated” architecture?

m Architecture is an integrated architecture when products and their constituent
architecture data elements are developed such that architecture data
elements defined in one view are the same (i.e., same names, definitions, and
values) as architecture data elements referenced in another view.

m What are the advantages of integrated architectures?

m Facilitate an organized and consistent standardized design process

m Facilitate the clear definition and implementation of new operational, system
& technical requirements

m Promote interoperability

m Required by Joint Capabilities Integration & Development System (JCIDS)!

m Provide for traceability of system requirements back to the originating joint
concepts (facilitates successful POM inputs, i.e., getting program funding)

@ m Facilitate systems and systems sustainment engineering
KIH

OMAC
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Fundamental Linkages
Between Views
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Operational View

Technical Standards Criteria Governing
Interoperable
Implementation/Procurement of the

Selected System Capabilities Technical Standards View
. |
Relates Systems and Characteristics -

to Operational Needs . =
Specific System Capabilities

Required to Satisfy Information
Exchanges
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Traceability of Requirements

from Users to Acquirers to Contractors

OGDEN AIR LOGISTICS CENTER

A-10 System

Program Office System Functional
Architecture

ACC/ANG/AFRC Operational System Physical A-10 TLPS
Architecture Architecture Contractors

KIHOMAC
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A-10 ARCHITECTURE
DEVELOPMENT
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$

A-10 Architecture 1o
and External Docs )

CAS MA* ICD x

JCAS CONOPS —3
Crypto MA* ICD —

PE Baseline >
(Documents)
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A-10 Connectivity CDD

GIG MA* ICD
_ _ A-10 EW CDD
Joint Fires ICD \

A-10 Architecture

—> CPD’s

* MA ICD’s were directed to be converted or they were rescinded effective June 2008
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Architecture a1
ﬂevel Vie\/\({GDEN AlIR LOGISTICSNTER

ICD’s & CDD’s
CONOPS
(guidance)

System
Architecture

Operational

Architecture

w S O30T TTcCc o0 ox3»

A-10 PE Baseline
(A-10 WSS, A-10 PIDS) CPD’s
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ICD’s, CDD’s
CONOPS,
Etc.
(guidance) PE Baseline
(WSS, PIDS)

Capability X
Threads (OV-5)
Integrated

oo Operational
Architecture _
(OV-5, OV-6,
OV-7, & MOE’s)
Operational Nodes
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</> CDD’s

PE Baseline
(WSS, PIDS)

l

R

a

! System System Physical

) Functional Design

m Design (SV-1, SV-2,

n (SV-4’s) SV-6, SV-7)

t

CPD's
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EXAMPLE

From JCAS CONOPS:
- Establish & Maintain Battlespace Awareness

j ’ ® System Acquisition Excellence



Joint level documents are imported
into DOORS and any data deemed
operationally significant to the A-10

is marked for inclusion into the
Operational Architecture.

|
jute) - DOORS

er Help
e =X ey ef g

¥ |iF<=E 7 # AL

A
Z

4

e d i e el e
timing, position and control information from
a common external source (Threshold and
Objective).

bd joint CAS

[
[
[

-
-
t|

[

2]
-

-

5.4 D. Combat |dentificz
5:5 E. Requirements
=)~ 5.5.1 C4l Integration

- {U) The overarct
-~ () Al proposed
- () The joint sen
=1 (U) Table V-1 list
‘3 Table
-5.5.1.1 a. Collab
-5.5.1.2b. Autom
-5.5.1.3 c. C4l 5y
-5.5.1.4d. Muttipl
-55.1.5e. Fused
-5.5.16f. Integra
~5.51.7g. Weap
-5.5.1.8 h. Stand;
-5.5.1.9i. Decisic
-5.5.1.10j. Redu
-5.5.1.11 k. Near
-5.5.1.121. Commr
-55.1.13m. Stan
-55.1.714n. Reac

i I O O O O O OO s o O O O O e O
15 i o R B B R )

- 5.5.1.16p. Comr
5.5.2 Planning

5.5.3 Preparation
5.5 4 BExecution
5.5.5 Training

(- 5.6 F. Information Exchz
- 57 G. Key Peformance
- 6 Appendix A. Operational C
7 1. Introduction

-5.5.1.150. Oper| |

CAS procedures need to be standardized so
that any segment of the joint force can
effectively use this joint fire. Joint doctrine
needs to be specific. Accompanying Service
doctrine must support and expand upon
these joint procedures (Threshold).

Decision Analysis Tool (COA
analysis)

Commanders and mission planners require
COA tools to determine the best way to
prosecute the attack (Threshold).

Redundant, interoperable,
filterable, seamless systems
(woice, data, text, graphic,
imagery; GIG-enabled)

Systems must be reliable, effective and
interoperable in any data source for mission
success. An information exchange must be
independently filterable at each interface
(Threshold and Objective).

Mear real time/real time X
battlespace awareness (BA)

Common C415SR architecture X

The CAS operational architecture shall
provide an internal growth capability through
an open C4ISR systems architecture
approach; flexible for introduction of
improved capabilities via technical, tactical or
procedural improvements; having a web-
based look and feel for ease of use and
familiarity {Threshold).

Standardized, Digitaly X
Produced Database
repository for all echelons

The repository wil afford the user stored and
near real time information from a number of
csources. Repositories at different echelons
will be able to "push/pull” data as the user
dictates (Threshold and Objective).

4

Reachback capability

Sufficient bandwidth and relay capabilities wil
be available for joint force and components
‘to coordinate and integrate with agencies
outside the theater of operations
(Threshold).

Usemame: RSorensen

KIHOMAC
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’Operational Architecture Hierarchy A%,
Q“

- Establish & Maintain Battlespace Awareness

OGDEN AIR LOGISTICS CENTER

A-0 Battlespace Awareness Thread (0. Battlespace Awareness Thread (OV-...

Operational Architectures are created

a 0 Establish & Maintain Batllespace Awareness |n SyStem ArChIteCt and ||nked bOth tO
the Joint Level capabilities and the A-10
specific system requirements.

a1 Configure for mission a2 Establish Connectivity

a3 Friendly (Ground) Forces Update a4 Ground Targets Updates

a.5 Transmit CAS Status a6 Airborne Threats Update

This example shows the JCAS CONOPS
a.7 Airborne Forces Update a.8 End CLnnectivity IBattleSpace Awa reness’ Capability
decomposed into the components that

provide the capability.
il

KIHOMAC
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Operational Architecture Thread

- Establish & Maintain Battlespace Awareness

<

PI"
OGDEN AIR LOGISTICS CENTER

This view (OV-5) details the general data

Battlezspace
Awareness

A-0 Battlespace Awareness Thread (...

Miszion Data

Configure for mission
0

Ad

required to perform the operations
spelled out in the JCAS CONOPS.

Battlespace networks

Syate

m configured

Metworks connected

Friendly forces inputs

Establish Connectivity
0 Hetwonks connected
I
A
3
Friendly (Ground) Forces Update
- 0
AL
¥
Airborne Forces Update
Aijrborne forces inputs i 0
AT

KIHOMAC
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N,

Operational Requirements

- Derived from Operational Architecture

OGDEN AIR LOGISTICS CENTER

A-10 documents such as the Connectivity
7 CDD are linked to the Operational Views
Transmitted by Te T ansmitng node and s coordnaes o and Specific System requirements

adjusted/altered rounded bevond one one-thousandths (.01
minute

Hal (zam | FaFFtems || oSegeig
§V|ew‘5tandard g v| ‘AII levels v| - o ﬁ' |§1
Ao |

by the pilat with a high
confidence level

6.3, MNetworked, Machine-to-Maching
5 fast, and (W20 Infor mation
b lethal Processing.

Same as Threshold Cperational necessity =
o reduce pilot
workload (HSIHFE)
and for the most
effective and efficient
WEADONS ermployrent,
and minimize F2T2EA
kill chain times, Sensar
cueing may also help
prevent fratricide when
linked to the BFT
information available
on the tactical net.

6.3, Metworked, Digital Map and Mear Real A/04-10 Connectivity shall provide capshility for storage and display The A/04-10 Connectivity modification should provide Values calculated to

=] Precise, Tirme Imagery, of existing digital maps at scales of 1:1M and 1:500K for an area of capability for storage and display of existing digital maps at enable maximurm
Adaptable/ 170,000 square miles {approximate size of [raq or comparable sized scales of 1:50K, 1:100K, 1:250K, 1:500K, 1:1M, 1:2M, and storage within existing
Tailorable, area in any theater of operation); or 1:250K for an area of 85,000 1:5M as moving and static maps for an area of 170,000 Mass Memory capacity
and square miles (approximately half the size of Irag or comparable square miles and required area
Expeditionary sized area in any theater of operation) based on OIF and OEF
lessons learned, Intent
is to keep program
costs down by not
requiring new mermary
capacity for this
modification, while still
meeting operational
requirements,
Cperational necessity
o provide pilot
situational awarensss
in intended
environment (HSIHFE).

2837 14,1 Key System Attributes.

2838  Diagnostics and Prognostics. Collection, refinement, compilation, integration, and distribution of aircraft status elements into an overall support database are critical to successful 4/04-10 employment throughout its entire operational
spectrum, A/0A-10 Connectivity will integrate applicable and effective on-board monitoring/ recording devices and software, i.e., Built-In-Test (BIT), that provide enhanced capability for fault detection and isolation, maonitor various
components and indicate out of range conditions, irmminent failure probability, and similar proactive maintenance optimization actions to optimize the time o repair of the Processor. Emphasis must also be on accuracy and

b minimization of false alarms. Onrboard collected data shall be provided so it facilitates the immediate start of around servicing and ather recovery actions as well as a more detailed and comprehensive analvsis of in-flight failures and -

Usgemame: Ryan Exclusive edit mode
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B *SADL_EPLRS_Example’ current 0.0 in / A-10 System Requirements/A-10 Baseline Requirements (Formal module) - DOORS
File Edt Yiew Insert Link Analysis Table Tools User Help

A& 3 Ty

===

System Reguirements

- Derived from Operational Requirements

OGDEN AIR LOGISTICS CENTER

Usermame: Fyan E=clusive edit mode

The A-10 system requirements are

v stored in DOORS and are traced to the
Operational Views, System Views, as
well as documents such as the
Connectivity CDD and PIDS.

: B2 B By &
View | Public v Allevels  w dh Jj < EHT ?ﬂ Y 4l
=10 | E ‘ Function | Subfunction | Threshold Requirement
119 COMM-003 Camm General The 4-10 shall be capable of providing digital data and voice co
Interoperability the Tactical Air Control Systern (TACS) that include, but not be
Platfor ms platformms:
- &-10
-F-16
- Joint Terminal Attack Controllers (JTAC)
- Tactical Alr Confral Parties (TACPs)
- Air Support Cperation Center
- Air Operations Center,
- Forward Air Controller Airborne (FAC{AY) aircraft
- Command and Contral (C2) aircraft (g.g., E-3 AWACS, E-8 ISTARS,).
120 COMM-004 Comm General The A-10 shall support a selected DoD standard digital data link communication capatility.
Data Link
121 COMM-005 Camm General The &-10 data link system must flly support execution of joint critical operational activities
Data Link identified in the applicable joint and systern integrated architectures and the systerm must
Interoperability satisfy the technical requirements for transition to Net-Centric military operations to include:
13 DISR mandated GIG IT standards and profiles identified in the A/04-10 Technical Standards
Wigw (TY-1),
2% DISR mandated GIG KIPs identified in the Key Interface Profiles (KIP) declaration table,
3) Net Centric Operations and Warfare Reference Model (NCOW-RM) Enterprise Services
4} Informmation assurance requirernents including availability, integrity, authentication,
confidentiality, and nonrepudiation, and issuance of an Interim Approval to Operate (JATO) by
the Designated Approval utharity (Das)
5) Operationally effective information exchanges; and mission critical performance and
infarmation assurance atiributes, data correciness, data availability, and consistent data
processing specified in the applicable joint and system integrated architecture viess.
. <

- UK Taornado
- UK Harrier

Same as Threshold,

The £-10 dzta link system should fully suppart execution of all
operational activities identified in the applicable joint and
system integrated architectures and the system must satisfy the
technical requirements for Net-Centric military operations 1
include:

13 DISR mandated GIG IT standards and profiles identified in
the T4-1,

2% DISR. mandated GIG KIPs identified in the KIP declaration
table,

3 NCOW RM Enterprise Services

4) Information assurance requirements including availability,
integrity, authentication, confidentiality, and nonrepudiation,
and izsuance of an Interim Approval to Operate (JATOY by the
Designated Appraval Authority (DaA)

L S | Y-S PR S RO RS [T

KIHOMAC

System Acquisition Excellence




4.1
EFPLRS SADL Control and Data Entry

System Functional Architecture A

- Developed from System Requirements N

EPLRS_SADL_Display_Data

OGDEN AIR LOGISTICS CENTER

45
EPLRS SADL Display ‘

User_Control_and_Data_Ent

EFLRS _SADL Control_and Data_Entry_Signals

COMM M Data_Upload

42

201 SP| State §
TAD_State
Weapon_lnventory |
ENAN Aircraft_State .
COMM_Mission_Data_Upload
bt _. s p 23
Fuel_Systern_Display_Data -
49
EPLRE SADL RF Interface
PLRE_SADL_RF_Ex
EFLRE_SADL_RF
Y 43
EPLRS SADL Metwork Manager
COMM MK _Data_Upload |
e
EPLRS_SADL_Crypto o EPLRS SADL Configuration
« >
Host_Format_EPLRS_SADL M 1]
EPLRS_SADL_BIT
46
EFLRS SADL BIT |
ol

‘ EPLRE SADL Status BIT |

KIHOMAC
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EPLRS SADL Manager

ol
" User_Display e
‘ -
EFLRS_SADL Display_Data
Y 48 1.4
EPLRS SADL Data Entry Manager EFLRS SADL Display Managar
A
EFLRS_SADL_Control_and_Data| Entry_Inputs EPLRS_SADL Display_Data_Outputs

‘{ 47

EFLRS SADL C/D Manager

m

ES SADL Control_and_Data_Enfry

EPLRS_SADL_SA Dsta
EFLRE_SADL Statug
EPLRE_SADL Settings

Yyy

EPLRS_SADL S _Dat
EPLRS_SADL_ Statuéy

The functions are traced from the
system requirements which they fulfill
as well as any associated Operational

Views.




System Physical Architecture

K
- Implements System Functional Architecture

OGDEN AIR LOGISTICS CENTER

MFCD (x2 i i BiE] | B Data Networks
i L1 vz, Lo
(x2) s [T 42 | i — EPLRS/SADL
| 280,281 SC";E; | CM-274.275, I WP'E_-y_g__q—Dﬂ 005
p r = E/EW
CM-ZESQ&Q._ } MGR (1) i "76:2?7 E -
265, 288 i EpLRsy | il I
i 5| SADL DE |CM-246.247, L2
| MER(1) | 248240
I & i EPLRS/SADL
R The functions are then linked
CM-Z%.QSF‘ZEBES&JR::S I CM-258, Q275 I
i .
2Lt to th tual tem th
o o the actual systems in the
WP-1483, DR-002,NA-DOE, G L
I 148,235 —»f |- -270.271 = 3 3
cM-D66— {45 o l h . I h.
I8 o physical architecture.
7 E-Net
IFFCC L
CM-274 275, DR-002 T ) T J
] ntS
|—NA-D26.
DR-005
ESme—
g e EPLRS
b
g 3 L RT-1720
w E E-|) EPLRS/SADL
L] = Network
HUD g2 P ] Manager
EPLRS/ 53
cm-0a3, | SADL ﬁ 5
043 Dufg;ay H CM-253,254 3
g 2
>
UFC
User| o) o0 [EFLRE/SADL| cw-zss.
Data T 25
g
2
:
el !
53
EFLRS/ 75 M275
==
MGR (3) 271 | M-270.271 o —=dl SADL RF
CMm-278, Interface
281 —1 (o248, CM-267 EPLRS/

= 4 SADL
ot |cu [ERT] i
Data Entry (3} WGR (3 .
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PATH FORWARD
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ASRRC
Inputs

Sustainment
Priorities

_ Assessment,
Ba§ellne Evaluation & Trade T?'Be
Architecture studies Architecture

Sustainment &
Modification
Updates Programs Guidance
Results

Technology
Changes
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Systems/Services Evolution

A-10 Weapons CDD

A-10 PVI CDD A-10 PVI CDD (Update)

A-10 Connectivity CDD (Update) A-10 Connectivity CDD (Update) W

2010 2011 2012 2013 2014 2015 2016 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028
ASP + HMCS + 1760 + U@Z Comm Integration +

LARS v12 + CSMU + JPACS 3D Audio + Voice Recog +
MSD Programs Next Gen Data Link +
Video Data Link +
MUQOS SATCOM

KIHOMAC
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Technology Forecast

OGDEN AIR LOGISTICS CENTER

e ——

Increment 1 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028

Increment 2
2014 Start

Increment 3
2018 Start

)S SATCOM

KIHOMAC
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Low

Key

Maturity Level

High
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RESULTS
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m AVSATA already resulted in integrated system on A-10
m Distributed mass memory (greater map and data storage),
m Helmet mounted cueing,

m LARS V12, Integrated personnel recovery systems for use
during CSAR,

m Expanded bus infrastructure to support future high speed
devices (12 Port 1GB Ethernet switch)

KIHOMAC
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Tying Requirements to

Funding Requests
(U) A- 10Avionics Sustainment Program (ASP)

OGDEN AIR LOGISTICS CENTER

(U) A-10 avionics system has aging Line Replaceable Units (LRU) that have exceeded their design lives. The
reliability, sustainment, and obsolescence issues are decreasing aircraft availability, increasing maintenance costs,
and limiting growth, mission readiness and capability.

ADJUSTMENT:
(U) Develop, procure, and install 344 ASP kits on A-10 fleet (replace 26 aging LRUs inclui, \gv < & displays,
high maintenance drivers with ohsolescence issues with 3 new LRUs per—  aft]
SM: XXXNNXXXXY FY10 FY11 FY12 FY13 1 14 FY\ © FYl6 FY17
ADJUSTMENT 18.25 Ca > 3% 7w 48.51 45.92 26.43
REV PGM TOTAL Y. -3 db. 39.78 48.51 45.92 26.43
PROCUREMENT ORI 2 P74 15 - &7 MPWR  FVI2 FYI3 FYI4 FVI5 FYI6 FY17
ASP 18, \ 69 16,2 1\ 50 QOFF 0 0 0 0 0 0
ADI 82\ OB 4851 4893 2643 ENL 0 0 0 0 0 0
REV CIV 0 0 0 0 0 0
IMPACTS:

-(U) ROMT\ o ORD, Dec 04; A-10 EW CDD, A-10 Connectivity CDD, Mar 07, JCAS MA ICD, Jun 04, JCAS
CONOPS, Jun 08, Joint Fires ICD, Nov 02, GIG M4 Nov 02

- (1) If not funded, Continued decrease in Aircraft Availability

- (U) If not funded, Grounding of aireraft due to unsupportable CDU, HARS, and displays in FY14-FY17

-(U) If not funded, Mission non capable -no (processing) growth path as processors are maxed out, FY17

-(U) If not funded, Projections lead to capability gaps, FY17 through FY 28

KIHOMAC
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Engineering

Systems and Systems Sustaining

$

KIHOMAC
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Data Concentrator || Integrate Crash |>m-og
Interface to Legacy Digital Memo IzzzE E
Systems FQID 0 B —
- [Major Processing Syste ajor Displays
Upgraded UF:E? :ed Seig‘l:diry fotal Fltal Legacy Systems /£ Upgraded - T RPE : HUD
HARS 3 . Static Probes | | Enginesi) Flight
TACAN | |Flight Display ‘ thj SAS CAM|
] } Do
o Left
CRPA | —— Serial MFCD
AdE - crcu Yo Right prmery
| I | L1 —1 WD Flight
— .| vout 10/100 E-NET Display
HARS EGI ILS TACAN §-SFD 2 RDC FaQiD csMu IEPU SAS | I
(JPALS) Probe x PFD -
\ I v |n~Av - v\:‘x:: IW
Integrated I AV 1 ™ e e = Caution
NAV Bus NAV L_1SH0G ENET I _I I ‘ | Display
: 196 E-NET] | Ethernet |
r—— A3 e | and
Upgraded EW 1 L0MUAO0LEE Switch
Radar Alt 1760 1 E-net SW X —
| | 1 Alv 2 Integrated
Digital || mws & Cockpit m DEMS
Radar ALQ-213 ARc-210| LARS || IFFRT
Wws 2&10 Quadran Laser ™I UHF/VHF|
| Alt RT CcMSP e oM Radio | [(2-Gen s} viz || (Mode 5) ey EPLRS -
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