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Open Architecture - Today
Radar Open System Architecture DST

« Acquisition Decision Memo establishes
Radar Open Systems Architecture Defense

S u p p O rt Te am (D ST) Dﬁ‘““ o A e Oy ““*Ti;im

— Representatives from Defense Services, :

laboratories, acquisition community

« Recommend options for new radar
capabilities using open architectures
* Obtain insights from industry

« Consider intellectual property, information
assurance, interoperability

« Goals: o
— Lower Life Cycle Cost
— Provide for Enhanced Technology Refresh
— Potentially, Provide Enhanced Radar Performance

USD(AT&L) Efficiencies Memorandum, Sept 14, 2010
“Promote Real Competition: Require open systems architectures and set
rules for acquisition of technical data rights.”
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OA DST Is Part of a Broader Set of
Radar Initiatives

Radar OIPT

1

Synchronization

Panel
Science and Open Architecture
Technology Integrated Defense Support
Product Team Team
Radar Spectrum Program
Working Group Updates
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Open Systems Joint Task Force (OSJTF) &%

 Formed in 1994 to support transition from military to
commercial specifications
— Keep the Government from getting locked into proprietary solutions

 Developed open systems policy, guidance, tools and
training materials

— Policy — DoDI 5000.02: Program Managers shall employ the Modular
Open Systems Approach (MOSA)

— Guidance — Defense Acquisition Guide: MOSA should be addressed
in the Acquisition Strategy/Technology Development Strategy

— Guidance — Program Manager’s Guide to MOSA
— Tools — MOSA Program Assessment and Rating Tool (PART)
— Training — DAU Continuous Learning Module on MOSA — CLEO13

« OSJTF efforts completed in 2004

— Folded into the Department’s efforts to reinvigorate systems engineering
— Next step: Develop a tailored approach to specific domains
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Radar Open Architecture DST
Accomplishments and Plans

Accomplishments:

« Established in October 2009

 Developed a useful architectural description for modular radar
— Facilitates focused dialog between the Services and Industry

« Gathered information on open architecture approaches from
various radar acquisition programs, laboratory efforts

« Conducted Industry Day to inform development of guidance

Current and Future Activities:
« Completing DST report on Radar Open Architectures

— Characterize open architecture efforts in the Services

— e.g., 3DELRR, DAR, INTOP, MOSA Common Back-end, NGA’s
Sensor Independent Complex Data

— Findings and recommendations for further efforts
 Work with the Services to identify opportunities to pilot guidance
 Develop lessons learned for open architectures in other domains
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Need for Adaptable
Defense Systems

 Adversary can use commercial technologies and new
tactics to rapidly alter the threat to US forces

— Increasing uncertainty in future Defense missions & environments

 DoD engineering, and business processes not
structured for adaptability

— Sequential, single step progression from fixed requirements
— Individually designed, monolithic systems
— Vulnerabilities from global supply chain

« New research, tools, pilot efforts needed to determine
best methods for building adaptable defense systems

Open System Architectures can be a
key enabler for adaptable systems
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Systems 2020
Designing DoD Systems for Adaptability

Platform Based Engineering
Design Using a common core
Disciplines platform to develop many

related systems/capabilities

Trusted System Design
Developing trusted systems
from untrusted components

Model Base Engineering

Design Using modeling and simulation for
Framework rapid, concurrent, integrated system

development and manufacturing

Capability on Demand

Adaptable Real-time Adaptive Systems
DoD Systems Rapidly Reconfigurable Systems
Low Cost, Minimal Support Systems

Faster delivery of adaptable systems that are
trusted, assured, reliable and interoperable
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Platform-Based Engineering and
Trusted Systems Design Disciplines

Notional Defense System

Monolithic, Threat and mission changes

poi%\éign Omgées)i(és'g'd require extensive re-work or start
to address from scratch
fixed, static * Expensive, slow to field
requirements
”SS{'e”g Core platform capable of rapidly
PBE " Platform accommodating threat and mission

Inherently adaptable
design to address
dynamic, uncertain

requirements

Rapidly changes
Changeable * Well-defined architectures,
— SUIEEEE interfaces allow a variety of
systems configurations

Enduring Core

PBE + TSD _ Platform

Inherently adaptable

Additional partitioning of untrusted

and robust design - lTust components and subsystems
to address Partitioning )
_ _ el » Allow rapid response to trust
dynamic, uncertain apialy iolati
- ~ Changeable violation
requirements
Subsystems

X,Y, Z, etc —subsystems and/or components
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Radar Architectural Hierarchy
Functional Decomposition

Family

System “A”

System “B” System “C”

Some acquisitions are at N=2
- e.g., Cobra Judy Replacement, AMDR

1.2 Back End N=2

1.1.1 Antenna

1.2.1 Signal Processor
(SIGPRO)

1.2.2 Data Processor N=4
(DATAPRO)

1.1.1.2 Beamformer

1.2.1.1 SIGPRO 1.2.2.3 External

Communication

1.2.2.2 Human

1.1.1.1 Aperture

1.1.2.1 REX

* Does not include support equipment,
such as vehicles, generators,
communications equipment, etc.

1.2.2.1 Control

Processor

-Machine
Interface

N=7

Some lab efforts are at N=7

- e.g., ONR’s Digital Array Radar
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Functional Decomposition of
Radar Back End

1.2.1 Signal Processor 1.2.2 Data Processor
(SIGPRO) (DATAPRO)
1.2.2.1 Control 1.2.2.2 Human 1.2.2.3 External
Processor -Machine Communication
Interface
Pulse Compression Tracker
Calibration Feature Extraction Post Processing NCES
Integration Discrim/ Classifier Real-time Combat System
Operator Displays
Detection Mission Management and controls
Space time processing State Management
Advanced Processing Resource Executive
————————————————— — ————— e e —--—-—-_—-_—_e_—e-——-——_—_—_———__—_—————

Scan Maintenance Arbitrator / Scheduler

Fire Control

More open architecture opportunities

seen in the back-end Track Maintenance | | Discrim Maintenance
- More frequent, lower cost updates

Battle Management
components

Search Maintenance etc.
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Component-Based Radar Open
Architecture

U Radar System, N=1 Cagar
1 Syslem‘
Common Element First Level, N=2 m
Functional Recaver——
Decomposition =~ Second Level, N=4 A | Exciter |Pr§.::ger£=lor Processor
— I 1 1
Third Level, N=7 | aperwre || Beam | [ | [ sicpro | [ Sontrot ][ HMi (| Bxteral Common
, Component
3/ Template for
Implementation
Common
Component
Interface to
Infrastructure
Shared Library of
comWnen& mat | Middleware
implement functional
decomposition ‘ Enterprise
Services

m m‘ Thin Applications Isolation Layer 4

End End .E.EE? Co >nsiMiddieware '

L4
Common
Layered
Infrastructure
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Findings from Radar
Open Architecture Industry Day

Industry will provide open architecture solutions,
If asked

General acknowledgement that the goals of the
Radar open architecture effort are achievable
— Government will need to lead effort

Need for further guidance:

— Clarify definitions, determine how to comply, how to measure
openness, how to ensure that open architecture is an
element of an effective radar enterprise model

Opportunities in both the front-end and back-end

Interest in participating in Government/Industry
effort to:

— ldentify key architectures and interfaces

— Document appropriate interface standards
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* Biggest impact is in planning the Acquisition Strategy
Sample questions:

 What the key interfaces, in terms of volatility, cost, life cycle
support?

« What are the tradeoffs — performance vs. OA benefits?

« What incentives are there for developers to use OA?

 Arethere opportunities for radar portfolio management?

« Are we purchasing necessary rights to reap the benefits of OA?
« Do we have the necessary facilities and support?

 People are more important than guidance

« Talented people will achieve great things with or without
guidance

« But what about the rest of us?
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« Establish Government/Industry working group to define
reference radar architectures and key interfaces

* Build on the success of the NGA’s Sensor Independent
Complex Data, Derived Data standards

 Develop reference architectures for different radar types
* e.g., ground/ship, surveillance/fire control

 Develop guidance to quantify the benefits of radar open
architectures for RFPs
« Capitalize on 3DELRR’s efforts
« Document considerations for identifying key radar interfaces

 Work with Services to identify opportunities to pilot the
guidance
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Systems Engineering:
Critical to Program Success

Innovation, Speed, and Agility
http://www.acq.osd.mil/se
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