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Agenda

< The purpose of modelling

< A solutions based approach

< Model-Based Engineering

ïSysML

ïUPDM

< Examples

< Quality and Process

< Questions?
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Model-Based Engineering

< Model-based Systems Engineering (MBSE) is the formalized 

application of modeling to support system requirements, design, 

analysis, verification, and validation activities beginning in the 

conceptual design phase and continuing through-out development and 

later lifecycle phases.ò (INCOSE, 2007).  

< Modeling is at the heart of all aspects of the development effort

ïCovers the complete product and project lifecycle

ïHas a direct effect on any generated artifacts. 

ïMBE encompasses architecture, systems and software 

development.
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What was the question?

< ñAll models are wrong, some models are useful.ò

Professor P.E. Box

< Models are an abstraction of the problem or solution space

ïReflect an abstraction of one or more viewpoints

< A model should be created to answer one or more questions

ïPerformance

ïFunctionality

ïTiming

ïStructure

ïUsability

ïProject, Product, and Enterprise
īLifecycles

īEfficacy

ïEtc.
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Some sample questions

< How to communicate with non-experts?

< How to avoid the problems of stovepipe development?

< How to ensure that the model is consistent?

< How to ensure that systems deployment is in line with capability 

deployment requirements?

< How to ensure system interfaces are compatible?

< How to integrate requirements management into modeling?

< How to effectively use MBSE to provide measures of effectiveness/ 

trade-off analysis?

< How to reuse architectures?

< How to support the development of safety critical and technical 

systems?

< Etc.
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UPDM
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<Why?

īThe need for UPDM.

<When?

īThe history and projected timetable for UPDM.

<Who and Where?

īWho is in the UPDM RFC Group?

<How?

īHow was the specification created?

<What?

īWhat is UPDM in general?

īA detailed look at a few things.

<Questions and answers?

Outline
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Modeling at Multiple Levels of the System

Architecture Models

Systems Models

Component Models

CEC Information Exchange Requirements - Classified SECRET when filled in

1 2 3 4 5 6 7 8 9 10 11

Rationale/UJTL Number Event/Action Information Characterization
Sending 

Node

Receiving 

Node
Critical Format Class

Latency: SA/Eng 

Support

Message 

Error Rate
Remarks

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

Radar measurements to 

support data fusion composite 

tracking

Host CEP Yes Binary IAW IDD Secret xx secs/xx secs xx %

REF: CEC A-spec 

Table 3-3 and 

Host reqmts

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

IFF measurements to support 

data fusion and composite 

tracking

Host CEP Yes Binary IAW IDD Secret xx secs/xx secs xx %

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

IFF interrogation requests to 

support data fusion and 

composite tracking

Host CEP Yes Binary IAW IDD Secret xx secs/xx secs xx %
Respond when 

requested 

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

ID Changes to support data 

fusion and composite tracking
Host CEP Yes Binary IAW IDD Secret xx secs/xx secs xx %  

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

Navigation data to support data 

fusion and composite tracking
Host CEP Yes Binary IAW IDD Secret xx secs/xx secs xx %

REF:CEC SRS and 

Host Nav. spec

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

Engagement Support Requests 

to support data fusion and 

composite tracking

Host CEP Yes Binary IAW IDD Secret xx secs/xx secs xx % AEGIS only

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

Track number management to 

support data fusion and 

composite tracking

Host-CEP CEP-Host Yes Binary IAW IDD Secret xx secs/xx secs xx %
Changes sent 

immediately

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

Composite Track State Update 

to support data fusion and 

composite tracking

CEP Host Yes Binary IAW IDD Secret xx secs/xx secs xx %
REF: CEC IDDs for 

each host

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

Associated Measurement 

Reports to support data fusion 

and composite tracking

CEP Host Yes Binary IAW IDD Secret xx secs/xx secs xx %

REF: CEC A-spec 

Table 3-3. SPY 

only

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

IFF Assignments to support 

data fusion and composite 

tracking

CEP Host Yes Binary IAW IDD Secret xx secs/xx secs xx %
When assigned 

or changed

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

ID recommendations to 

support data fusion and 

composite tracking 

CEP Host Yes Binary IAW IDD Secret xx secs/xx secs xx %
When assigned 

or changed

OP 5.1.1 Comm Op Info
Provide SA/Support 

Engagements

Sensor cues to support data 

fusion and composite tracking
CEP Host Yes Binary IAW IDD Secret xx secs/xx secs xx %

REF: CEC A-spec 

Table 3-3. SPY 

only

Data Processing

Terminal

Hardware

Data Processing

Terminal

Hardware

TCIM

Voice Comm

Hardware includes

MSE

Voice Comm

Hardware includes

MSE

Operator Interface

Hardware

Operator Interface

Hardware

Force Level

Control System

Force Level

Control System

Power Generation

and Distribution

Power Generation

and Distribution

EPLRS or SINGARS

Terminal

EPLRS or SINGARS

Terminal

JTIDS

Terminal

JTIDS

Terminal

TCIM

PLGR (GPS)

PLGR

(GPS)

Software

Software

A2C2 Subsystem

ABMOC Subsystem

Power

Power

Power

Power

Power

Power

Power

Voice & TADIL-B Data

Power

Power

Power

Power

Power

Power

Power

Voice & TADIL-B Data

FAAD C3I

AMDPCS

Patriot ICC

MCE (CRC)

AWACS

MCE (CRC)

MCE (CRC)

LINK 16

LINK 16

LINK 16

LINK 16

AMDPCS

FAAD C3I

ACDS (CVN)

DDG-51 AEGIS Destroyer

F-15C

AWACS F/A-18

MCE

TAOM

RIVET JOINT

CG

Patriot ICC

E-2C

SIAP

<TITLE>System Design<TITLE>

<META http-equiv="REFRESH"

<!--CSSDATA:966533483-->

<SCRIPT src="/virtual/2000/code

<LINK rel="stylesheet" href="/

<SCRIPT language="javascript"

Correlating Tracks

On entry / match state vectors

Do / corr state vectors

Do / corr LPE

Do / corr PIP

Do / corr RCS

Do / corr CID

On exit / corr BMDS Track #

corr fail / is new BMDS Track

corr success / is corr BMDS Track

Receiving Network Track File

Data

On entry / receive file data

Do / store track data

On exit / request matching data

Receiving BMDS Track File

Data

On entry / receive file data

Do / store track data

Idle

Session Activated

BMDS Track File Request Sent ( Request

) / Pull BMDS Track Files

Network Track File Received ( File Data ) [ number tracks

> 0 ] / Input Network Track

Correlation Complete ( Correlation

Results ) [ set not null ] / Send Results

BMDS Track File Data

Received ( File Data ) /

Correlate Tracks

/ initialize

Track Management Module Correlation Module HICTrack FileNetwork Interface

Module

Verify CID,

Correlation, and

Assoicated Track

Data

Request

Possible

BMDS Track

File Matches

Monitor

Correlation

Process

Correlate Tracks

Attempt to

Correlate with

BMDS Track

Send BMDS

Track Data to

JDN

Create New

BMDS Track

Send Track

File Data

Update Track

File Data

Track Management Module Correlation Module HICTrack FileNetwork Interface

Module

Correlation

Possible

Network Track MSG

Prepared Track MSG

Track MSG Data

BMDS Track Data

BMDS Track Display

BMDS Track Data

no

yes

Correlation Results

Track Data

BMDS Track Data

Track File Request

Track DataTrack Data

11

Receive Network

Track File

13

Manage BMDS

Track File Data

12

Correlate Track

Files

Track Mangement S/W Module

Network

Interface S/W

Correlation S/W

Module

Correlated Track

Network Plan

Network

Track Data

CID Criteria

Network Track Data

JDN

HIC

BMDS Track

Data Processing

Terminal

Hardware

Data Processing

Terminal

Hardware

TCIM

Voice Comm

Hardware includes

MSE

Voice Comm

Hardware includes

MSE

Operator Interface

Hardware

Operator Interface

Hardware

Force Level

Control System

Force Level

Control System

Power Generation

and Distribution

Power Generation

and Distribution

EPLRS or SINGARS

Terminal

EPLRS or SINGARS

Terminal

JTIDS

Terminal

JTIDS

Terminal

TCIM

PLGR (GPS)

PLGR

(GPS)

Software

Software

A2C2 Subsystem

ABMOC Subsystem

Power

Power

Power

Power

Power

Power

Power

Voice & TADIL-B Data

Power

Power

Power

Power

Power

Power

Power

Voice & TADIL-B Data
Tech Support System Entry

Primary Key

TSS_Entry_Number   [PK1]

Non-Key Attributes

Windows_Version

TSS_Description

Customer

Primary Key

Customer_ID   [PK1]

Non-Key Attributes

Customer_Name

Purchase_Contact

Customer_Address

Software License

Primary Key

Serial_Number   [PK1]

Non-Key Attributes

Technical_Contact

Client Call

Primary Key

Serial_Number   [PK1]  [FK]

Location

Primary Key

Status   [PK1]  [FK]

Software Release

Primary Key

Version_Number   [PK1]

Status

Primary Key

Status   [PK1]

owns

consists of

is subject to

creates

currently hasis a

<<entity>>

Network Track

owning element

Received Date-Time

local track number

receive ()

store ()

update ()

send ()

<<interface>>

Network Interface Module

buffer capacity

/msg data

receive msg ()

parse msg ()

route msg data ()

build msg ()

send msg ()

Correlation Module

algorithm

/tracks to be correlated

correlation data

decorrelation data

correlate tracks ()

decorrelate tracks ()

retrieve track data ()

send track data ()

Track Mangement Module

/current tracks

/associated track data

/CID data

assign CID ()

recommend CID ()

retrieve track file data ()

display track file data ()

<<entity>>

Track File

Track Number

CID

/State Vector

/Date-Time

send track data ()

<<entity>>

BMDS Track

/associated data

/history

create ()

update ()

destroy ()

retrieve ()

HIC

JDN

manages

0..*

1..*

interface for

1

1..*

correlates

0..*

1

communicates with

1

1

uses 1..*

1..*

received from

1

0..*

<<derived>>

traces to
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Architecture Models + Data = 

Architectural Description 

Fit-for-Purpose (FFP)

Architecture

Models
Architectural 

Description 

Fit-for-Purpose describes an architecture that is appropriately focused and 

directly support customer needs or improve the overall process undergoing 

change. The models provide choices, based upon the decision-maker needs.

Architecture 

Data + Metadata

ÁThings 

ÁIndividuals

ÁTypes or classes 

of individuals or 

things  

Operational 

Model

Example  
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Essential Observation: Architectures Are Key

< Architecture: the structure of components, their relationships, and 

the principles and guidelines governing their design and evolution 

over time.

īDoD Integrated Architecture Panel,1995, based on IEEE STD 610.12, 

19903

< The structure of components, their relationships, and principles and 

guidelines governing their design and evolution over time

ī IEEE STD 610.12

< An architecture is the fundamental organization of a system 

embodied in its components, their relationships to each other, and to 

the environment and the principles guiding its design and evolution

ī IEEE STD 1472

Architecture frameworks such as the DoDAF provide a consistent 

way to organize information about the architecture
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What is UPDM? - Summary

<UPDM is a standardized way of expressing DoDAF and 

MODAF artefacts using UML and SysML
ïUPDM is NOT a new Architectural Framework

ïUPDM is not a methodology or a process

ïUPDM 2.0 DoDAF 2.0, MODAF, and NAF

<UPDM was developed by members of the OMG with 

help from industry and government domain experts.

<UPDM is a DoD mandated standard

<UPDM has been implemented by multiple tool vendors.
ïTools supporting UPDM are available now.
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< Motivation

īUS DoD and UK MOD interested in leveraging commercial 

standards for their Military Architecture Framework

ī Military Architecture Framework Tool Interoperability 

īKey Goal for DoD, MOD,  Enterprise and System Architects and 

Engineers

ī Formal MetaModel basis for the Military Architecture Framework 

īCritical to Interoperability Objectives 

īCritical to Understanding Profile Requirements

< Proliferation of Military Architectural frameworks

īDoDAF, MODAF, DNDAF, NAF, AGATE, ADOAF, MDAF, etc.

īDefence organizations, contractors and tool vendors are hoping to 

find a way out of the alphabet soup.

Why? The need for UPDM.
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Why and When: Historical Development of AFôs.

C4ISR

Architecture 

Framework 

v1.0

C4ISR

Architecture 

Framework 

v2.0

DoDAF

v1.0

MODAF

v1.0

1996

1997

2003

2005

DoDAF

v1.5

2007

MODAF

v1.1

2007

NAF

v1.0

2005

Scope of UPDM 1.0

Approved Sept 2008

MODAF

v1.2

2008

NAF

v3.1

2007

DoDAF

V2.0

2009

DNDAF

v1.7

2008

Scope of UPDM 2.0

Started Sept 2009
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< US DoD Liaison - DoD/DISA, OSD CIO, Mitre, Silver Bullet

< UK MOD Liaison - UK MOD, ModelFutures

< Canada DND Liaison ïDND and ASMG Ltd

< NATO ïGeneric AB on behalf of SwAF and on contract by FMV

< Tool Vendors ïAdaptive, Atego (Co-Chair), EmbeddedPlus, IBM 
(Co-Chair), Mega, NoMagic (Co-Chair), Sparx Systems, Visumpoint

< Aerospace ïBAE Systems, General Dynamics, L3 Communications, 
Lockheed Martin, Northrop Grumman, Raytheon, Rolls-Royce, Selex
SI, Thales, Unisys

< Advisors ïDecisive Analytics

< Distributed multi national team (US, UK, France, Sweden, Lithuania, 
Australia, Canada, Thailand, Italy)

Who and Where: UPDM Team Members
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How: UPDM Features

< Integrates with SoaML ïThe Service Oriented 

Architecture Modelling Language

<SysML Extensions with UPDM level 1

īFacilitates integration of  DoDAF and MODAF models for system 

of systems modeling with SysML models for systems modeling

īEnables UPDM to fully leverage SysML features
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How: UPDM Level 1 Compliance SysML Extensions
< Enables UPDM to leverage SysML features

ī SysML blocks to represent structural elements such as operational nodes, 
artifacts (systems), capability configurations, which enable the use of flow ports, 
item flows, and value properties with units and distributions

ī SysML activities to support continuous flow modeling, activity hierarchies, and 
support for enhanced functional flow block diagrams

ī SysML parametrics to enable the integration of engineering analysis with the 
architecture models (e.g., performance parameters in an SV-7 can be captured 
in parametric equations)

ī SysML allocations to support various types of mappings such as an SV-5 that 
maps system functions to operational activities

< Other SysML Features

ī SysML requirements enable text based requirements to be captured and traced 
to other model elements using the satisfy, derive, verify and refine relationships

ī SysML view and viewpoint enable provide for multiple perspectives of the 
model, and to manage, control, and organize information.

ī Callout notation
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Select the Viewpoints That Fit-the-Purpose  

Architecture viewpoints are composed of data that 

has been organized to facilitate understanding.   
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Systems Viewpoint

Articulate the legacy systems or independent 

systems, their composition, 

interconnectivity, and context providing for, 

or supporting, DoD functions 

Services Viewpoint 

Articulate the performers, activities, services, 

and their exchanges providing for, or 

supporting, DoD functions

Operational Viewpoint

Articulate operational scenarios, processes, 

activities & requirements

Capability Viewpoint 
Articulate the capability requirement, 

delivery timing, and deployed capability

P
ro

je
c

t V
ie

w
p

o
in

t
D

e
s
c

rib
e
s

 th
e
 re

la
tio

n
s

h
ip

s
 b

e
tw

e
e
n

 o
p

e
ra

tio
n

a
l a

n
d

 c
a

p
a

b
ility

 

re
q

u
ire

m
e

n
ts

 a
n

d
 th

e
 v

a
rio

u
s

 p
ro

je
c
ts

 b
e
in

g
 im

p
le

m
e

n
te

d
; 

D
e
ta

ils
 d

e
p

e
n

d
e
n

c
ie

s
 b

e
tw

e
e
n

 c
a
p

a
b

ility
 m

a
n

a
g

e
m

e
n

t a
n

d
 th

e
 

D
e

fe
n

s
e

 A
c

q
u

is
itio

n
 S

y
s

te
m

 p
ro

c
e

s
s

.



18© 2010 Atego. All rights reserved.

Color scheme

System element

Operational element

Technical element

Project element

Capability element

Association (link) entity 

shown as lollipop
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Capability viewpoint meta-model terms

CapabilityEnterprisePhase

Operational

Activity

fulfils 

need for

supports

Enterprise

Goal

enables ability 

to conduct

has

owns

depends on

Capability

Increment

delivers

Enterprise

Vision

has

Capabilities are enduring and 

have properties that describe 

their characteristics

has sub-

enterprise

System/ 

Resource

Enterprises have phases that

provide temporal context

for capabilities, OVs etc
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Operational viewpoint meta-model terms

(assembly of)

Performer*

realised by

Information

Exchange

bundles

(assembly of)

Operational

Activity*

is process

owner for

carries

* = can have operational

behavior (e.g. statecharts) needline

conducts

conveys

Information 

Model

defined 

by

Location

located at

Info Element

has required

System/

Resource

organizational

Resource

configured with

activity

flow

acts on

Connections 
can also be material, 
personnel or energy flows

Organizational Resources are

either types of organization

or types of Post 

affects
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Operational viewpoint meta-model terms ïfocus on organizations

Organizational

Resource
Competence

has

Operational

Activity

to have 

responsibility for

Functionprovides

to perform

Role

is assigned

Organization Type Post Type

type of type of

requires

part of

part of

DoDAF has typical organizations 

and actual organizations (the latter

appear in Fielded Capabilities and

PV-1 programme structures) 




