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Introduction 

The Marketplace and Economics are Driving C4I and C2 
Infrastructure to be Increasingly Common 
– Central processing units 

– Memory architectures optimized for multi-threaded operations 

– High-performance network switches and routers 

– Hardware-enabled time synch and distribution technology  

– Hardware-based prognostic failure management instrumentation  

– (Dynamic) Resource Management for load-invariant performance 

– System security and surety technology 

– Runtime dynamic state validation 
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Determinism, Latency, Jitter and Hard Real-Time 

 “Scientific Determinism” 

– All events have a cause and effect and the precise combination of events at a particular time engender a particular outcome. 

 Fundamental Weapons System Design 

– Maintain positive control of weapon. 

 Latency 

– Latency refers to the age of information. System latency is an inherent performance characteristic of any modern computer system. 

– Known and predictable latencies can be negatively expanded in a system as the result of application layer faults, hardware malfunction, 

network transport layer collisions, and a host of other system response issues. These latencies tend to result in nonlinear behavior of the 

system. 

 Jitter 

– Jitter is the ability of the system to repeatedly perform a function to a specified schedule. Many key combat system functions rely upon 

predictable periodicity. 

 Hard Real-Time 

Real-time Performance is a Spectrum that can be Met by a Variety of Different Standards, Products, and Techniques.  
Changes to the Technical Approach in one Area has Consequences on the Others 



Low-Latency, Low-Jitter Example 

 Critical To The Use Of COTS Technology Is To Ensure That Latency Requirements Are Met At Each Step In A Deterministic 

Manner While Still Meeting Overall System Reaction Time Requirements Well Below Fault Recovery Time 
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Transitioning from Platform Specific to Common 
Product Line Solutions 



Implementing Open Architecture:  
Surface Navy OA Technical Model 

Common Computing 
Environment: 

• Standards-based 
Interfaces to network 

• Commercial 
Mainstream Products 
and Technologies 

 

Componentized  
Objective Architecture: 

• Common Reusable Components 

• Ship Specific Components 

• Data Model 

• Extensible to the Future 

 

 

Infrastructure: 
• Common Services and 

APIs 

• Flexibility to Support 
Forward-Fit and Back-Fit 

 

Hardware 
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 Upgrade Computer Programs and Equipment Independently and on Different 

Refresh Intervals 



Loose Coupling: a principle that minimizes dependencies and only 

requires limited awareness of other services 

 

Encapsulation: services are properly captured and packaged across 

multiple implementations 

 

Abstraction: logic and data hidden from the outside world 

 

Composability: collections of services can be coordinated and 

assembled to form more complex and capable services 

 

Discoverability: services are designed to be outwardly descriptive so 

that they can be found and assessed via discovery mechanisms 

Service-Oriented Architecture (SOA) Principles 
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SOA Web Services  for Combat System 

Small-Scale Experiment 

Real Time Non-Real Time 

• Data based assessments of: 

– Non-real time open-source web services middleware with real-time Java 

constructs 

– Determinism and hard real-time performance of a web service application 

– Potential combat systems benefits from modifications at the middleware layer 

and application layer for the use of SOA web services 



Experiment Design: High-Level Diagram of Entity 

Processing Web Service 

 Scenario: 

• 100 entities sent from the Message Producer Service to the Message Consumer Service on a 1 second interval. 

• Message Producer Service sends 5 entities per buffer. 

   (e.g., 20 buffers sent per second = 100 entities) 

• Test duration is 1 minute. 

• Nodes time synched to 10’s of microseconds with NTP. 

• Messages must be received, parsed, and processed within 100 milliseconds – equating to a processing requirement 

approaching 50 Kbytes per second. 

  Experiment can measure a time latency of 2 milliseconds and state that it is higher than a time latency of 1 millisecond. 
 



Internal Processing Latency for Profiles 

 Experimental Results 

10x Performance Gain Using Real-Time Techniques With Web Services 



Real-Time, End-to-End Processing Latency 

Profile 1 (Real-Time) 

Design Range 



Non-Real Time, End-to-End Processing Latency 

Profile 5 (Non Real-Time) 

Instabilities 

Design Range 



Profiles 1 and 5 Performance Comparison 

 Profile 1’s end-to-end processing latency, as depicted in the left image, showed a 

greater level of determinism than Profile 5’s end-to-end processing latency on the 

right. 

 Profile 1 has a tightly bound maximum values than Profile 5. 

 Profile 5 has a far greater number of outliers and some documented jitter in the 

message processing. 



SOA Challenges for Combat Systems 

Semantic and metadata management 

 

Transformation and routing 

 

Governance across all systems 

 

Discovery and service management 

 

Information consumption, processing, and delivery 

 

Connectivity and adapter management 

Evolution From Traditional Point-To-Point Into Net-Enabled Capabilities 



Experimentation Focus Areas 

Real-Time Services 
– Validation in a dynamic environment 
– Security 
– Automation 

 

Adaptive/Dynamic Computing Technology 
– Static vs dynamic resource management 
– Verification and validation for adaptive and/or dynamic operation 
– Closed-loop control with: 

• Dynamic assignment at run time 
• Dynamic reassignment for load / failure modes 

 

Precision Time 
– Synchronization 
– Distribution 
– New warfighting capabilities (distributed electronic warfare) 



SOA Driven C2 System and Hard Real-Time, 

Deterministic Combat System 



Limited Technology Experiment 

Data Collection Diagram 



Limited Technology Experiment 

Executive Summary Results 

Universal Gateway prototype evaluated met Technology 
Readiness Level (TRL) 6, based on successful performance in a 
representative environment. 
– Targeted for use in a Product Line Architecture-based combat system 

environment. 

Two-way and One-way readiness message exchange across 
combat system and command and control domains: 
– Data latency of combat system to command and control system track messages 

was minimal at the largest message load with typical end-to-end gateway 
latencies under 20 milliseconds. 

– Data throughput across universal gateway was not limited by universal gateway 
components. Universal gateway successfully processed the maximum data 
throughput that the combat system sent/received. 

– Mediation of combat system track and readiness message types and track 
position formatting was handled successfully within universal gateway with 
consistently small latencies of less than 10 milliseconds. 

– Security tagging was handled successfully with universal gateway. 

– Universal gateway rule engines successfully provided the capability to 
dynamically tailor the track and readiness message data. 



Summary 

Pace of C2/C4ISR convergence quickening 
 

Fire control R&D community must lead 
the way both intellectually and with robust 
experimentation to affordably buy down 
risk 
– C2 experimentation plan 

– Joint experimentation venues 
 

Successful COTS insertion results from 
applying systems engineering to the 
control loop and mitigating problems via 
critical experimentation 
– Real-time infrastructure experimentation 

Great Opportunities For Cross-Domain Collaboration 


