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» What Does Scalability Mean?
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» What Does a Commercial Cloud Vendor
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What Is the Problem?

“Engineers are engaged today in the design and development of large -
scale, interconnected systems of staggering complexity and criticality.”

Mr. Stephen P. Welby, Deputy Assistant Secretary of Defense for Systems
Engineering
— from INCOSE International Symposium, 6/25/2013

* The systems we build today have millions of
parts, distributed worldwide

* They are all interconnected

« Teams of designers, developers, integrators,
testers, and operators all take pieces of the
problem and try to bring them together in
different information environments in their
own stovepipes

The environments of today limit the amount of

information that can be captured and shared, A go=C
3 because they do not scale to the need ¢ 'NNOVATIC

OVATIONS
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What Does Scalability Mean?

« Many systems and products Scalable: “capable of

claim to scale, but what does it | beingeasily expanded or
mea n? upgraded on demand

From http://www.merriam-

° If th e too I a n d O rod u Ct a re webster.com/dictionary/scalable

limited to a standard client server
environment, then the hardware will limit
their ability to scale

« But worse, unless the system is designed to
scale, the user interface will become so slow
and cumbersome that finding anything will
be very difficult to impossible

Can you find what you are looking for on
your “P” drive?
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What is Cloud Computing?

Hint: It's not just a website
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What is cloud computing?

e Definition from NIST:

— Cloud computing is a model for enabling
convenient, on-demand network access to a
shared pool of configurable computing
resources that can be rapidly provisioned
and released with minimal management
effort or service provider interaction. This
cloud model promotes availability and is
composed of five essential characteristics,
three service models, and
four deployment models

From presentation by Jim Sweeney, GTSI at the Technology Leadership 4 —N S P — D
Series 2012 Seminar, January 19, 2012 - INNOVATIONS
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Five Essential Characteristics

« On-demand self-service. A consumer can unilaterally provision computing capabilities,
such as server time and network storage, as needed automatically without requiring
human interaction with each service’s provider.

» Broad network access. Capabilities are available over the network and accessed through
standard mechanisms that promote use by heterogeneous thin or thick client platforms
(e.g., mobile phones, laptops, and PDAs).

*  Resource pooling. The provider's computing resources are pooled to serve multiple
consumers using a multi-tenant model, with different physical and virtual resources
dynamically assigned and reassigned according to consumer demand. There is a sense of
location independence in that the customer generally has no control or knowledge over
the exact location of the provided resources but may be able to specify location at a
higher level of abstraction (e.g., country, state, or datacenter). Examples of resources
include storage, processing, memory, network bandwidth, and virtual machines.

»  Rapid elasticity. Capabilities can be rapidly and elastically provisioned, in some cases
automatically, to quickly scale out and rapidly released to quickly scale in. To the
consumer, the capabilities available for provisioning often appear to be unlimited and can
be purchased in any quantity at any time.

Measured Service. Cloud systems automatically control and optimize resource use by
leveraging a metering capability at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user accounts). Resource usage
can be monitored, controlled, and reported providing transparency for both the provider
and consumer of the utilized service.

From presentation by Jim Sweeney, GTSI at the Technology Leadership 4 ; S P — D
7 Series 2012 Seminar, January 19, 2012 “\ / INNOVATIONS
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Three Service Models

« Software as a Service
(SaaS): The end user
system

« Platform as a Service Paas oo
(PaaS): Tools and e e pable:
services to create a e
Saa$S Application

* Infrastructure as a
Service (IaaS): Full laaS  (amon
control of the S
software stack and o

services

A

SP=C
K4
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Four Deployment Models

: Public cloud
Private cloud — Available to the general

— Operated solely for an public or a large industry
organization group

— May be managed by the — Owned by an organization
organization or a third party selling cloud services

Hybrid cloud
Community cloud — composition of two or more

clouds tEat remgin ur&ique
- entities but are boun
I ol together by standardized or
— Managed by the proprietary technology that
organizations or a third enables data and

party application portability

— Shared by several

A SP=C
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Normal Server Deployment

App p

Hardware 3) Bare applichizon b adkmpptidsaterssed
dowmnal conditions

A SP=C
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Virtualized Server Deployment

App p VFP%HQ#%%W‘&BH’EmueS

Hardware Virtualization

Hardware Hardy Hardware

A SP=C
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Cloud
Virtualized Servers

Box 0
(Controller)

Hardware Virtualization Layer

Hardware Hardware Hardware

A SP=C
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What Does a Commercial Cloud
Vendor (Google) Do?

A leader in cloud computing

A SP=C
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: Googl
Google AppEngine ,A”‘E’*ge‘.

 Paa$

 Supports Java, Python, Go
and PHP

« Google Cloud SQL
« Memcache

Task
Auto-scaling

From dnet.com/Hinchcliffe
]
==

= —

Runs on Google Data Centers Worldwide 7 NnovaToNs
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World-wide Data Centers

Data center locations

We own and operate data centers around the world to keep our products running 24 hours a day, 7 days a week. Find out more about our data center locations,
community invalvement, and job opportunities in our locations around the world.

Americas

Berkeley County, South Carclina

Council Bluffs, lowa ‘
Douglas County, Georgia ’ ’
Quilicura, Chile ’.

Mayes County, Oklahoma ‘*&

Lenoir, Morth Caraolina

The Dalles, Oregon ”
Asia ’.

Hong Kong
Singapore

Tamwan

Europe

Hamina, Finland
St Ghislain, Belgium
Dublin, Ireland

15 Regions can be specified % ﬁi\%ﬁ
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Google Data Centers

N POWRENG! E -

From http://www.dailymail.co.uk/sciencetech/article-2219188/Inside-Google-pictures-gives-look-8-
vast-data-centres.html accessed 9/23/2013

16
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Google Apps  “ =08

Drive
» Google Apps for Google
Government available Q y @ Gmail
aps
— FISMA accedited
— Automatic backups --
— 24x7%x365 network operations StartPage

— Your data is yours (“When you put your data in
Google Apps, you still own it, and it says just that
in our contracts. We don't scan your data in
order to show you ads.”)

* Designed to scale

4 SPE0
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How Can We Design Software for
Scalabllity?

A SP=C
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Designing for Scalability

 To state the obvious: you must take
scalability into account all through out the
design process

— User interface
— Databases
— Algorithms

« We encountered these problems as we
developed Innoslate®

19 “\ ( NNNNNNNNNNN
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Requirements

Automated Quality Check
° requires careful algorithm
development for large
numbers of requirements

Quality Check ' 2 q = Mare -
5 Fire SAT Needs Statements - Quality Score Clear =
NGO.1 Provide timely detection NIA A
Provide timely detection and notification of potentially dangerous wildfires
NGO.1.1 Detect in less than a day /A NiA
Detect a potentially dangerous wildfire in less than 1 day (threshold). 12 hours {objective) B
Class . 100%
Statement! Reguisagent © NGO.1.1.1 Detection J EECETE | ves z
Modified @  The FireSAT system shall detect potentially dangerous wildfires (defined to be greater than 150 m in any linear dimension) with a confidence interval of 95%. Rationale: The USFS has determined that a 95% Funclional Requl..
confidence interval is sufficient for the scope of EjireSAT
12/5 0012 by Steven Dam NGO.1.1.2 Coverage 44% Mo o nes
£ The FireSAT system shall cover the entire United States, including Alaska and Hawaii. Rationale: For a US Government funded program, coverage of all 50 states is a political necessity. e conjunction;
New Label consider
separatinginto | &
0 Classification: Unclas... two statements.
Classificat . . - - -
I Classifeations NGO.1.2 Provide notification within 1 hour A i
| CONOPS Frmwrks Provide notification to USFS within 1 hour of detection (threshold). 30 minutes (objective)
CONOPS: FireSAT : ; B
! resa NGO.2.0 Provide continuous monitoring WA =TI VA
1 Designators Provide continuous monitoring of dangerous and potentially dangerous wildfires Aol
<
Environmental Req . . . =
| Emironmental Reguir NGO.2.1 Provide 24/7 monitoring A A
Functional Requirement Provide 24/7 monitoring of high priority dangerous and potentially dangerous wildfires
Identified Ri . : -
1 dentied Fisk - NGO.2.1.1 Orbit Altitude 22% Yes
D Impacted Process or . FireSAT satelites shall maintain an orbit altitude of 700 km
1 Impacted Skill or Co
{ Interiace Requirement GO.2.1.2 Number of Satelites M i b
ST T system shall include 2 satelites in one plane separeated 180 degrees in true anomaly
11S0C: Impact
ici HA T VA
11S0C: Justification € economic Impact
Reduce the economic impact of wil =
1 Key Component
1 Key Policy NGO.3.1 Reduce cost A [T
’ ’ Reduce the average annual cost of fighting wildfires by 20% 006 average baseline
| Master Organization
A A
[ Performance Require... NGO32 Reduce proPeny |055 Use Of IabEIS
Reduce the annual property losses due to wildfires by 25% over 2006 baseline = =
1 Reliability Requirement H ff
1Rk Labols NGO.4.0 Reduce the risk instead of folder A A
be . . P FireSAT - Requir...
Reduce the risk to firefighting personnel f B
Ryt Frmrks or organizing
i . . MNIA T NA
[\ W NGOQ.4.1 Reduce fire size at first contact _ mformatlon ——
Reduce the average size of fire at first contact by firefighters by 20% from 2006 average baseline [Ev=zEa=r|
= NGO 4 2 90% user satisfaction NiA <

£.5r=00
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Datab

Classes i

All
Action 30

]

Artifact 101

Characteristic 74 [}

Connector 32

Cost 11

Decision 2
Input/Output 19 o
* Location
Measure
Requirement 15 B
Resource 1
Risk 8
Statement 168

Time 26

Labels

Organization x [+

0

Database View

New Entity

Oy

O FireSAT Organizations
FireSAT Organizations’ consists of the organizatiol

0.1 Congress

Master Organization

are involved in the procurement of FireSAT.

National Oceanic and Atmospheric Agency

0.4 NAsA

National ﬁ«eronautlcs and Spa:e Admlmstratlan

0.5 Prime Contractor
Contractor that will lead the team in the R&D of the FireSAT development

0.6 Taxpayer

US taxpayer who ultimately pays for the system and reaps the benefits of having a better and more cost effective way to fight forest fires

0.7 People living near forests

The people who's safety and property can be ruined by forest fires

B 0.8 State Governments [Tl

US State Governments who have significant problems with Forest Fires and provide a significant amount of the local resources to fight them

0.9 Wildlife Organizations
Groups that want to ensure wildlife safsty

0.10 Foreign Governments
Potential customers of the FireSAT system, which may reduce costs to US Taxpayers

OpOrg Fire SAT Operational Organizations
The FireSAT Operational Organizations operate FireSAT.

OpOrg.1 Satellite Mission Operators [Erey

The Satellite Mission Operators conduct operational monitoring and commanding of the FireSAT platforms, payloads, and C2 ground stations

OpOrg.2 C2 Ground Station Operators
The C2 Ground Station Operators conduct operational maintenance and operational command execution at the FireSAT C2 ground stations.

0pOrg.3 Fire SAT Operators [EiErrg
The FireSAT Operators monitor and analyze FireSAT data

Sharing databases worldwide requires careful design to

deal with large numbers of contributors

do not pay for the actual development costs, a commercial service will want to get their approval that the USFS can procure this semvice

Search capability requires indexing
to speed up for large databases

Built-in Chat has scalability issues

Sort -

e
e

Aprd

Aprd

&
-

Aprd

Aprd

Michael Campbell

21

Designed to scale to large data sets

associated with it
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INNOVATIONS



© 2013 Systems and Proposal Engineering Company. All Rights Reserved .
Tabs for logical

Detailed hist h :
E t . t V . etailed history of changes grouping of

available for each element relationships

can become a scaling issue reduces information
Aftributes

overload

Relationships

Popular ~ Program Management  Locations Al

Mame FireSAT System

Mumber Fs connecfed by Connector Add -
Add -

decomposed by Children 3

Description > B I F| 91 =i=E Hoo A F
Class The FireSAT system detects wildfires before they become a major o o
Asset MR ) ) Description

_ problem and notifies firefighting persannel as to the locatich, |
%3 s 5 direction and speed of the fire to enable more rapid response to Description captures the text needed
S y Stevey Dam putting out the fire. This system will also enable the public to have to describe this element.
Created better, more i fication to reduce risk and cost of
Add -~

decomposes Parents 1

10/21/2012 by Stevel Dam evacuations.

ew Label ) )
Arch_1 FireSAT Architecture

Labels

Comments
Add =

l : l : ] ] l l

| Actor
erforms Action

| Architecture
A

o
o
‘

| COMOPS Frmwrks sNecified by Characteristic

| CONOPS: FireSAT

| Classification: Unclassi

Steven Dam posted on 9/18/2013

| Classifications ) . o
Derived from the Applied Space Systems Engineering book.

Context

| Designators

| Entity
Capturing comments,

like in a blog, has scaling

Capture and storage of issues I

pictures requires S P E D

scalability design N
22 7|NNDVAT|DN5
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Action Modeling (Functional View)

Design for speed in using a browser becomes a
real challenge — even when not being concerned

Hew Exisitj

Input/Qutput

— . oge
- 3 -~ »Z with scalability
Parallel Or
\ FireSAT Expended
o]
. - Action Diagram & ’ ) - 2 ’
RM.1 Fire SAT Design RM.1.5 RM.14 RM.13 RM.1.2 RM.1.1
Reference Mission (DRM) g‘e;rflggng «——— Maneuver to ¢&———— SEZE?&Z'& €«— Deploy into €———— Launch lnto <
The DRM for FireSAT is simiar to other Initidlization Mission Orbit Inftialization Parking Orbit Spac

scientific earth observation missions

N
: < .
Normal operations are preceded by a %Tgm;?‘ry -|- | Ioié:l
series of spacecraft and payload Initialized elemetry
Payload

commissioning steps and followed by

disposal at the end of the mission, years B . RM.1.8 ) pagh,id
in the future = Contingenc Perform L »

v Contingency P P L --

o RML6 o RM.1.7 (8] CIVRRT R SO

tinue Ops Determine b
O (Continue ———=BS o o —> Transmit
© Operations? Q OPE;‘;P“ rUpdau;.
RM.1.9
Normal Perform — RM.1.11

Mormal Ops Perform
Deorbit
Manuever

Cease Ops

Action Diagrams for functional modeling
designed to work on tablets, such as the iPad

A SP=C
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Discrete Event Simulation

T .
€ Back @ Time Mode 0 days 0 hours 0 minutes 0 seconds

Simulation of RM.1 FireSAT Design Reference Mission (DRM) Action Diagram

Simulation Complete! Your simulation is now complete and the results are displayed

Gantt Chart Table Charts

Title Duration Thu, Sep 15th |
| 1 |
RMW.1.1 Launch inte Space 20.0 minutes
I0.RM.2 FireSAT Satellite 0.0 =econds
RM.1.2 Deploy into Parking Orbit 1.0 hours

RM.1.3 Perform Spacecraft Intialization Oper_.. | 2.0 hours Thls view can
RM.1.4 Maneuver to Mission Orbit 3.0 hours become very

RW.1.5 Perform Pavlead Initialization Operations | 20.0 minutes I
arge as we
RM.1.5 Continue Operations? 3.5 =econds T T ¥ v v T g
RM.1.7 Determine Operation Type 10.0 seconds - - r - - decompose
RMW.1.9 Perform Normal Ops 1.5 hours -- “ the problem
RW.1.8 Perform Contingency Ops 2.0 hours )
RM.1.10 Transmit Update 1.0 minutes
RM.1.11 Perform Deorbit Manuever 10.0 hours
4 1 - P
= U

Results saved automatically as an Artifact; A _
Monte Carlo available in Professional Edition 4 oSr=0
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Summary

25
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Summary

* Cloud computing is here

— DoD needs to get fully on-board and leverage the
commercial resources, not just re-invent the

wheel
» Partitioning becomes less necessary and can
now be done for organizational, rather than
tool-related reasons

» Do not expect your desktop tools to port
over to a cloud environment and scale

 Include scalabilit?/ in the designs of all the
software you build for the future

A SP=C
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