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Managing Details 

“The devil is in the details, 

but so is salvation.” 

-- ADM Hyman G. Rickover 
(photo from U.S. Naval Historical Center) 

• A good system modeling effort 

manages the details that 

improve the odds of program 

success. 

• This presentation will focus on 

modeling safety and cyber-

security content. 



System Modeling 

• System modeling is emerging as a way to manage the inherent complexity 

of modern systems by providing a mechanism to store, manage, and 

associate information about a system under development. 

• This information can then be extracted and presented to stakeholders in 

formats relevant to them. 

• Modeling starts with user needs, develops system behaviors and 

functions, and ultimately describes the physical elements that provide the 

functions (with linkages to requirements and test cases). 

• Failure Mode Effects Analyses (FMEAs), cybersecurity controls, and 

Functional Hazard Analyses (FHAs) may be easily integrated into a 

system model (providing deeper insight into the system). 

Models grow organically as detail is added with no loss of fidelity. 



Why SysML? 

• Other system modeling languages exist, but SysML is the most widely-

adopted and has a thriving tool ecosystem. 

• A well-constructed system model unambiguously represents a system’s 

behavior, structure, and interrelationships between elements. 

• It also fosters a “crispness” in the formulation of issues (according to David 

Miller, NASA Chief Technologist). 

• In addition, current SysML tools allow the model content to be expressed 

as tables, matrices, and other derivative work products. 

• These derived work products enable the system to “talk to us,” exposing 

patterns and content not easily gleaned from the review of traditional 

document-based artifacts. 



An Example: Unmanned Aircraft Systems 

• An unclassified, non-DoD example was needed for this presentation. 

• In 2007, NASA released NASA/TM-2007-214539:  Preliminary 

Considerations for Classifying Hazards of Unmanned Aircraft Systems 

– 71 pages 

– Included NASA, Boeing, Certification Services, and AvioniCon staff 

• This presentation is not intended as a criticism of their work but will 

highlight errors and inconsistencies exposed by translating it into a SysML 

model. 

• These deficiencies illustrate the inherent limitations of a non-model based 

approach. 

 



Imported Content 

• The following content was imported directly from the report (some Excel 

reformatting and reorganization was necessary): 

– Glossary of terms 

– Functional decomposition 

– Operational consequences 

• MagicDraw 18.4 with the SysML plugin was used to demonstrate what is 

possible with “stock” SysML. Other alternatives considered were: 

– UPDM 

– Cameo Safety and Reliability Analyzer (built on Medical devices – 

Application of risk management to medical devices (ISO 14971:2007, 

Corrected version 2007-10-01)) 

 Allows fault tree and FMEA analysis 

 Rejected due to presenter’s lack of familiarity with this newly-released plugin 

 



Architectural Schema 

• Functional elements are traced to 

conceptual elements 

• Functional elements generalize 

logical elements 

• Physical elements realize logical 

elements 



Functions As Operations 

• Operations are used to represent functions: 

– Operations own parameters typed by signals to capture inputs, outputs, 

and results 

• Operations are owned by functional blocks and are called by call operation 

actions on activity diagrams 

• For the purposes of this analysis, no detailed activity diagrams were 

generated.  Functions from the analysis were imported and owned by 

functional blocks. 

• Signals were manually created based upon the functions (for example, FP 

Command because there were functions that generated and executed FP 

commands). 

• Parameters were added to operations and were typed by signals (as 

appropriate) 



Example activity diagram 



Examples of functions 



Identification of duplicates 



Signals 



Operational consequences as use cases 

• Operational consequences were imported as use cases with an 

<<operational consequence>> stereotype applied: 

– Included hazard classification and remarks tags 

• Hazard classifications were: 

– Catastrophic 

– Hazardous 

– Major 

– Minor 

– No effect 

– TBD 



Operational consequences 



Operational consequence example 



Tracing functions to operational consequences 

• The <<trace>> relationship was used to connect functions to operational 

consequences. 

• Each relationship was named with the failure condition identified in the 

report. 



Trace table 



Trace Matrix 



Derived properties 

• MagicDraw allows the creation of derived properties and custom columns 

in tables. 

• One of the most powerful features is metachain navigation, which allows 

relationships to be “hopped” from one element to another. 

 



Example of functional block to operational consequence table 



Traceability view 



Hazard matrix 



Complete hazard matrix 



Architecture example 

• Example logical and physical 

elements were created. 

• Each inherited traceability to the 

operational consequences simply 

by creating the appropriate 

relationships with the other 

architectural elements 



Logical blocks 



Physical blocks 



Classifying signals 

• One of the most powerful truths about a system model is that it can expose 

information and improve consistency. 

• Tracing parameters to operations and then to the operational 

consequences and their rating allows the safety criticality to be objectively 

assessed. 

• The rules applied for this analysis were: 

– Catastrophic / hazardous = safety critical 

– Major = safety significant 

– Minor = safety related 

– No effect  = not safety related 

– TBD = TBD 



Signal classification 



Error checking 



Document export 



Cybersecurity controls are similar 

• Cybersecurity controls may be associated with system model elements in 

exactly the same way: 

– Messages may be classified to error-check and ensure they flow on the 

correct network type 

– Controls may be applied to functions, messages, interfaces, or other 

system elements (and appear in tables, matrices, and traceability). 

• Tables and matrices (and reuses of elements) ensures that all instances of 

a given message or interface are identified. 



Conclusions 

• System modeling, when competently applied, allows robust Functional 

Hazard Analysis and cybersecurity analysis. 

• Reuse of model elements ensures consistency (numerous examples of 

non-singularized outcomes and slight wording differences were identified). 

• Custom properties enable rapid visualization and enhance traceability. 

• Exports of tables and matrices (or sharing via Cameo Collaborator) enable 

subject matter expert review. 

• Report export (via document modeling) ensures 100% consistency 

between analysis and the final work product. 

 

 


