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Are you building Skyscrapers
Or
Dog Houses?



A Disruptive Solution to the HPC
(Parallel Processing) Problem
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Disruptive Solution To HPC

(PARALLEL PROCESSING)

MEASURABLE GOALS:

- Provide multiple orders of magnitude improvement
in application run-time speed;

- Provide an order of magnitude reduction in
the time and cost to develop software;

- Allow application experts to design,
build, and test software directly ;

- Allow newcomers to a project to quickly learn
and understand complex software ;



Disruptive Solution To HPC

REPRESENTATIVE APPLICATIONS:

- Adaptive Control of Large Groups of Autonomous Moving Platforms
- Human Body Organ simulation

- Global Climate prediction

- Fluid Flow simulation

- Biological Particle simulation

- Chemical - Molecular structure simulation

- Scanning, sorting, and correlating massive databases (Big Data)
- Weather prediction in mountainous terrain

- Power distribution simulation

- Electro-magnetic wave simulation

- Global HF power transmission

- Global Military Planning - Multiple moving platform simulation
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MUST DISTINGUISH BETWEEN SERVERS & PARALLEL PROCESSORS

MASTER CONTROLLER & BACKUPS SERVERsS

MASTER 0S8 — — SERVER 08-1 —| — SERVER 05-2 —| [ SERYER 05-3

—e o 0
@— L] SERVER 0S4 | || | SERVER0DSS | || | SERVER 0S5 —@

[ [ [
|| RUN-TIME | | I—| | RUN-TIME || —{ H I | RUN-TIME || ] I - H .
MASTER_1 MASTER._2 MASTER_3

T T T T T T T T T T T

| | | | | | | | \ | | |

| | | | | | | | \ | | |
I I I I I I
PARALLEL_PROCESSORS Parallel_Processar_Drawings 0424012
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Seven Layer Model for Computer Technology

APPLICATION
REQUIREMENTS

SOFTWARE
REQUIREMENTS

HARDWARE
REQUIREMENTS

FUNCTIONAL
REQUIREMENTS

Input Data

Output Results
Speed & Accuracy

OPERATIONAL
REQUIREMENTS

APPLICATION
MODEL SPACE

SOFTWARE
DEVELOPMENT
ENVIRONMENT

SYSTEM
SOFTWARE
ENVIRONMENT

COMPUTER
HARDWARE
SPACE

HARDWARE
ENVIRONMENT

User Interface
Initialization

Visualization

Application Data Space
Application Algorithm Space

Architectural Drawings

Data, Algorithmic, & Graphic
Languages

Run-Time System
Parallel OS
System OS

Assembly Language
Micro Code

Servers
Parallel Processors

SEVEN_LAYER_MODEL 11/07/16
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HUMAN COMPUTER
APPLICATION |~ SOFTWARE HARDWARE
LANGUAGE s — - > LANGUAGE ;-
SPACE TRANSLATION SPACE TRANSLATION SPACE

SOFTWARE_SPACES 03/15/16

Spaces for Translation of Application
Requirements into Software & Hardware
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APPLICATION APPLICATION SOFTWARE SOFTWARE HARDWARE
SPACE TRANSFORMATION SPACE TRANSFORMATION SPACE
FUNCTIONAL ARCHITECTURE SOFTWARE BOARD/BOX BOXES/
REQUIREMENTS DESIGN ARCHITECTURE MAPPING BOARDS
OPERATIONAL ALGORITHM SOFTWARE PROCESSOR/CHIP CHIPS/
REQUIREMENTS DESIGN LANGUAGE MAPPING PROCESSORS
SOFTWARE_SPACES 03/18/17

Spaces for Translation of Application
Requirements into Software & Hardware



MODEL SPACE HIERARCHY

C2
DECISON
MODELS

i

i

6 DOF
MOVEMENT
MODELS

ENVIRONMENTS
ELECTRO-
GEOGRAPHIC ATMOSPHERIC IONOSPHERIC VAGNETIC
WATER WATER
ACOUSTIC SURFACE SUBSURFACE SlLES
PLATFORMS
GROUND GROUND
AIRCRAFT /
SPACECRAFT
STATIONS VEHICLES gt
UAVS / SURFACE SUBSURFACE
SATELLITES MISSILES VESSELS VESSELS
EQUIPMENT/ETC.
COMM HOST
SRR WESRONS SYSTEMS COMPUTERS
CONTROL EW NAVIGATION POWER
SYSTEMS SYSTEMS SYSTEMS SYSTEMS

ModelHierarchy 01/24/11
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Disruptive Solution

APPLICATION EXPERTS USE
- CAD GUI - Graphical User Interface

- Engineering Drawings - Large Geographic Libraries
- Natural Language - Interactive Facilities
- Large Libraries

RESULTS

DESIGN CAD ARCHITECTURE

INHERENT
THREE LANGUAGES

PARALLELISM
APPLICATION SUBSYS SUBSYS VISUAL MOBULE_MODULE PXIiQSASL(I)_fItEL PARALLEL PCs
JroIEn 1| i DEVELOPMENT > ? : RUN-TIME | opgRrATING | - /2 Processors
USIEE sussvs| [suBsys ENVIRONMENT SYSTEM (RTS) | sySTEM (vPOS) | - 1000 GIG each
DEVELOPED v o MEDLE MODLLE Semiconductor
USER OS Memory
INDEPENDENT DES‘,GN INDEPENDENT VisiSoft CAD System 02/20/17 HARDWARE
APPLICATION RCHITECTURE _ MODULES -
SUBSYSTEMS : ——
PRODUCE
CODE SOFTWARE-HARDWARE RUN-TIME ENVIRONMENT

Visual Software Engineering Using A CAD

System For Building Complex Software
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BRESOURCE: TRANSCEIVER TINSTANCES: TRANSMITTER
RECEIVER

GENERAL. PARAMETERS

1 TRANSMITTER POWER REAL INITIAL VALUE 100
1 RECEIVER THRESHOLD REAL INITIAL YALUE 120
RADIO
1 TRANSCEIVER STATUS TRANSMITTING
RECEIVING
IDLE
OFF
1 LOCATION
2 X POSITION REAL
2 Y POSITION REAL
2 ELEVATION REAL
1 ANTENNA HEIGHT REAL
1 ANTENNA GAIN REAL

RECEIVER CONNECTIVITY YECTOR
1 POWER AT RECEIVER REAL
1 TOTAL NOISE POWER REAL
1 CONNECTIVITY MATRIX
2 PROPAGATION LOSSES

3 TERRAIN LOSS REAL

3 FOLIAGE LOSS REAL

3 TOTAL LOSS REAL

2 SIGNAL POWER REAL

2 SIGNAL TO NOISE RATIO REAL

2 LINK DELAY REAL
2 LINK STATUS GOOD
FAIR
POOR

TEANSCEIVER RULES
1 TRANSCEIVE R_PROCESS RULES GOOD RECEPTION
CONFLICTING RECEPTION
CONFLICTTNG BROADCAST

A Space - Data Structure (a RESOURCE)

12
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PROCESS: RECEPTION RESOURCES : TRANSCEIVER
INSTANCES: TRANSMITTER MESSAGE_FORMATS
RECEIVER TRANSMITTER OUTPUT

START RECEPTION
IF TRANSCEIVER IS IDLE
EXECUTE GOOD_RECEPTION
ELSE IF TRANSCEIVER IS RECEIVING
EXECUTE CONFLICTING RECEPTION
ELSE IF TRANSCEIVER IS TRANSMITTING
EXECUTE CONFLICTING BROADCAST

GOOD_RECEPTION
IF SIGNAT, TO_NOISE RATTO IS GREATER THAN RECEIVER_ THRESHOLD
SET TRANSCEIVER TO RECEIVING
ADD SIGNATL, POWER TO TOTAL POWER_AT RECEIVER
CALL DECODE_MESSAGE

IF MESSAGE TYPE IS5 FORMAT A

AND SYNC CODE IS VALID

AND LAST SYMBOL IS A TERMINATOR
EXECUTE SEND_ACKNOWLEDGEMENT

CONFLICTING RECEPTION
IF POWER_AT RECEIVER IS GREATER THAN SIGNAL POWER
SCHEDULE ABORT_ RECEIVE NOW

CONFLICTING BROADCAST
CANCEL END RECEIVE NOW
SCHEDULE START RECEIVE IN EXPON ( ) MILLISECONDS
WITH PRIORITY

SEND_ACKNOWLEDGEMENT
MOVE ACKNOWLEDGEMENT TO TRANSMIT MESSAGE_BUFFER
IF DESTINATION IS BROADCAST
SEARCH LINK CONNECTIVITY VECTOR OVER RECEIVER
EXECUTING TRANSMISSION
WHEN LINK IS GOOD
ELSE EXECUTE TRANSMISSTION

TRANSMISSION
SCHEDULE LINK RECEPTTON
IN LINK DELAY MICROSECONDS
USTING TRANSMITTER, RECEIVER

A Transformation - Rule Structure (a PROCESS) 1
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Spaces for Translation of Application
Requirements into Software & Hardware

A SEQUENCE OF TRANSFORMATIONS

STATE STATE
Varron )_TRANSFQIRMATION VaCToR TRANSFOQRIVIATIONAC VECTOR TRANSFORMATION VECTOR
A c E G

STATE STATE STATE
VECTOR VECTOR VECTOR
B D F

Connecting Resources & Processes to
Create a Sequence of Transformations

14
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FPPS_MANAGER

NELEST_
FPPS

<ar_
INTERFACE

DRTA_UTILITIES
T

LONGLEY_RICE
TERRAIN.
PROF. ‘

PROPRGAT [ON_ LR LR LR

INTERFACE SNTERFRCE ‘ INTERFRCE INTERFACE MODEL
TERRATH_ TERRALN.

DB_ACCESS PROF [LE
LR LR
uoRksFACE rODEL_

UnRK
) FROFILE.
UDRISPACE

TERRAIN_PROFILE

PROPAGAT ION ‘ s ‘ ey re=—

FEPORT PAGE
)

’ [ mor p— P e
Fd SIALL_FREA.. REPORT_ FEFORT BODY REPORT..
USER_DATA_INFUT WRKSPACE ‘ HeNAGER HORKSPACE
e T T ‘
USER_OAT - USER_TAT - AL
@ FRRAMETERS INTERFACE - ARER FRONT_ UPDATE.
ACCESS FAGE STRTISTICS
LATLON_MGRS..

INTERFACE

COORDINATE_CONMVERSION

FPPS_REPORT _MANAGER

® LONGLEY _RICE_UTILITIES

SAT_DATA_INFUT

TERR TERRAIN. SAT_
ACCESS ACCESS B
UDRK AGE

—@

REn=CHER. nscAT_
INTERFRCE TNTERF ACE
o Ao
mRERL FRITY e e e e ez
TERFAIN. FOIFF_ ALDS_ ASCAT_
HORHPRCE FHT WDRICSPACE AHFE LORKSPACE RERSONER HoF WCRKSPRCE AHI
FHT_ AKNFE_

R — E

]

TERRAIN_
IRREG_
INTERFACE

ALOsS_
INTERFRCE

FRETHEL
INTERFACE

TERRALN.

SHARED

SAr_ TERRALN.. FPPS_
IATABASE DATA- e
RACCESS

SATDATR

HORKSPACE
FRESNEL
AscAT

FPPS 08/28/07

TERR_
DATA_
FLC_WORE

Create a Hierarchy of Software Modules

15
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=101 x| (@ ultraEdit-32 - [:45\LIBS,FPPS_YERSIONS'FPPSFPRS.RES]
Feancill Yev: i RomsLil Courpn I Macrolil S varcedl i Windav i Hews =15] x| [JFie Ect Search Wew Fwmal Cown Mero Advanced Window Hel
&R0 W H b BB = onl A e FPPS_MANAGER D W &R E 4o o W|H » R E =
URE FRO ] | FRPS RES |
=
1 PROPAGAT TON_MODEL A | 1rpps 1wpur pATA
2 IF USER_DATA_STATUS IS NOT INITIALIZED . 1 SYSTEM PARAMETERS
3 MOVE USER_DAT INTERFACE TO USER DATA 3 2 SYSTEM ACTION
4 EXECUTE FOLIAGE HEIGHT INPUT . 1 ALIAS VALID SYSTEM ACTION YVALUE
5 o = 5 ALIAS INITIALIZATION YALUE
3 IF SYSTEM ACTION 1S PROPAGATION CALC & ALIAS TRANSFORMAT ION VALUE
7 OR SYSTEM ACTION IS EQUAL TO LOS 7 ALTAS PROPAGATION CRLC VALUE
B EXECUTE COMPUTE SECTION 3 ALIAS REPORT VALUE
a ELSE e
10 IF SYSTEM RCTION IS RECOMPUTE 10 2 RALGORITHM CHOICE INTEGER
i el e A S e i 11 ALTAS VALTD ALG CHOICE VALUE 6,7,8,9
it - 12 ALTAS GET_ELEVATION VALUE 1
13 ? PATH PROFILE ONLY FLAG CHAR 1
13 IF ERROR CODE IS NOT DETECTED = il sl - HREE S
14 AND REPORT_SELECTTON TS OPEN = e el e
15 CALT, PROP_REPORT MANAGER i e e R -
16 17 2 PROCESS FOLIAGE FLAG CHAR 1
17 FOLTAGE_HEIGHT INPUT . e = e
18 IF PROCESS FOLIAGE FLAG IS SET 19 2 REPORT SELECTION CHAR 1
19 MOVE USER_DAT INTERFACE AVER BUILDING HEIGHT e ALIAS VALID RPT SELECTION VALUE 'F','S', "N’
20 TO FOLIAGE_HEIGHT . z1 ALIAS OPEN YALUE 'F
21 ] 22 ALIAS FULL YALUE 'F"
z COMPUTE_SECTION 23 ALIAS SUMMARY VALUE 'S’
23 CALL VALIDATE PROP INPUTS 24 2 PAD CHRAR 04
24 IF ERROR CODE IS DETECTED 25
25 EXIT THIS RULE 6 1 COORDINATE_SYSTEM CHAR 1
26 27 ALIAS VALID COORD SELECTION  VALUE 'I*, 'M', 'L’
27 EXECUTE COMPUTE_COORDINATES i 23 ALTAS LATLON VALUE 'T7
28 EXECUTE COMPUTE_RNTENNA_ HEIGHTS 3 ALIAS MGRS YALUE "M’
20 EXECUTE CALCULATE FREESPACE LOSS JRDINATE_CONVERSION 3 ALIAS INTERNAL VALUE "I’
30 EXECUTE BUILD TERRAIN PROFILE 31
a1 BLEY_RICE_UTILITIES VB et =
32 IF PATH PROFILE ONLY FLAG L8 BET i b e e
33 EXIT THIS RULE. e
= 35 3  XMTR REL Y REAL
35 CALL TERRAIN IRREGULARITY niEE = S EMerRAREL T e
: Ay S 2 a7 2  XMTR MGR POSITION CHAR 15
36 IF PROCESS FOLIAGE FLAG IS SET s e e
37 EXECUTE INVOKE FOLTAGE MODEL 4 e o
ot 40 3 XMIR_LON REAL
e L o | 41 ? XMTR ANTENNA HEIGHT REAL
40 EXECUTE TNVOKE_TERRATN_MODET et | az 2 ¥MTR ANTENNA REFERENCE CHAR 1
41 EXCESS_PATH _LOSS = EXCESS_PATH T.OSS + FOLIAGE_LOSS 13 ALTAS VALID REFERENCE VALUE 'S','G'
42 ALDS | 44 ALIAS SER VALUE 'S’
43 RECOMPUTE SECTION 45 ALLAS GROUND YALUE 'G"
44 EXECUTE CALCULATE_FREESPACE_LOSS ADIEF a5
15 IF PROCESS_FOLIAGE FLAG IS SET a7 1 RCVR_POSITION
16 EXECUTE INVOKE_FOLIAGE_MODEL . LE 2 RCVR REL POSITION
47 49 3 RUVE EEL X KEAL
48 EXECUTE INVOKE TERRAIN MODEL 0 3 RCVR REL Y REAL
40 g1 3 RCYR BEL Z REAL
S0 COMPUTE COORDINATES 52 2 Hl:‘l‘H_MHE_I—'()E]‘I'[(JH CHAR 15
51 STRRT X = (XMTR REL X + DBASE SCALE) / DHASE SCALE 3 2 RCVR_GEO_POSITION
52 START Y — (XMTR RET. Y + DBASE SCALE) / DRASE ECALE = 3 RCVR_LAT REAL
53 END X - (RCYR REL X + DBASE SCALE) / DRASE SCALE ] 3 RCVR_LON BRI
54 END Y - (RCVR RET. ¥ + DBASE SCALE) / DRASE SCALE 28 ZRRCVIEANT KMHA SHE TRHT) L h
- — = ~ — - 57 2 RCVR_ANTENNA REFERENCE CHAR 1 _
< | o il | o
[For Hely, pra[(n 2, Col. 1, Cr TEE [Mcd: 3612014 +:40:08FM  [Fils Sze: G604 Tz For i, pra 3, Col 1, € [ ed iz i Sosr 4711 e 7

Double Click To Edit The Code 16
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TYPES OF MODULES

TASK

IND_MODULE

HIERARCHICAL MODULE

ELEMENTARY MODULE

o e

UTILITY_MODULE

LIBRARY_MODULE

17
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/  SHARED_
RE SOURCE SHARED BETWEEN PROCESSES
TYPES OF —/

RESO U Rc ES (SHATD_\ SHARED BETWEEN MODULES
@ UTILITIES & LIBRARIES

Cﬂ) SHARED BETWEEN
w FAMILIES OF TASKS

GLOBAL
C@ SHARED BETWEEN
K:/ GLOBAL TASKS

INTER _
@ SHARED BETWEEN PROCESSORS
IP_
ACCESS ACCESS TO IP RESOURCES
PANEL
RE SOURCE SHARED WITH PANELS
FILE NAME
FILE

RESOURCE ACCESS TO FILES

CHANNEL_
RESOURCE j\ ) ACCESS TO CHANNELS
- 192.168.0.10 18
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Must be able to create complex scenarios - fast!



Disruptive Solution To HPC

IND_SATELLITES(Z31
GLOBAL_PLANNER o :
IND_MAIN - =l
::i Z : :::: I[NO_SHIP_PLATF CEMSIZE i i i IND_E3A_PLATFORMS 7| T
o lim w || il @Fb‘ owmom i Dx ESIRE TR
— = = (&) (R (= ) B (=) =T =)
= = =T ’ L] 3 : [ ]
= ERES) . FEage - e
= = rEAE— e s S|
EATH_MODULE =5 ==
% = g {5 ) INEJIEJLATFORMS&M Ii’ IND_F 1B _PLATFORMI( L) IMNO_F18_TBLATFORMSILA ] E
- s as e ] =
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If you use CV[S’[ZQO}L‘ to build complex

Real-Time Control Systems & Simulations

on Parallel Processors

you can save many orders of magnitude

of time and money!

23
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SINGLE PROCESSOR SPEED COMPARISONS
- GAIN 100" X SPEED WITH VISISOFT PRINCIPLES

T 400.00
140
A Speed Test Result Chart
+ 350.00
120
+ 300.00
@
T 250.00
s : ®g
e =
T 80 =
o) + 200.00 =
= ]
5 2
2 60 7]
< + 150.00
0 + 100.00
20 + 50.00
0 * & a 1000
1 2 3 4 5 6
A~ AVERAGE TIME  —8— SPEED MULTIPLIER Test Set #
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GO FROM 100 RACKS TO 1 RACK

Ot

i

1 2 3 4 5 6 7 8 9 10
2

3

4

5

6

7

8

9

Blue Gene VS Green Gene 05/14/15
10
- ~ _

The IBM Blue Gene - Using Standard Languages - 100 Racks - 1,638,400 Processors
5,000 Sqg Ft. - 8,000 KW

Versus

The Green Gene Machine - Using VisiSoft - 1 Rack - 2300 Processors
16 Sq Ft. - 32 KW 25




What does that do to
memory boundary crossing delays?

What about 1 to 2 additional
orders of magnitude?

26



It doesn’t stop there!

We can shrink it more
with our architectural drawings of software!

What about a total of 4to 6
orders of magnitude?

Know what that does to energy utilization?

27



And, it doesn’t stop there!

We can shrink it even more — using our
hierarchical data structures to support
fast heterogeneous models (time & space).

What about a total of 6 to 8
orders of magnitude* ?

Know what that does to the computer field?

*Depends on the application

28



It still doesn’t stop there!

We can make it even faster!

Separate Parallel Processor design
from Server design.

Get rid of DMA Channel Comm-Routing

And use Direct Memory Access
between PC boxes.

29



And still - not finally,

Use VPOS - a tailored
Parallel Processing OS.

And get rid of big time wasters, e.q.:
- Cache Coherency
- Thread Synchronization
- Stacks
- Etc.

30
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Improving Speed to get Accuracy

REVIEW OF HOW THIS LEVEL OF SPEED IS ACHIEVED

* VisiSoft SINGLE PROCESSOR SPEEDS vs C*+, ..., Fortran
- Gain 2+ Orders of magnitude (already tested)

CAN MATCH 100 RACKS WITH 1 RACK
- Gain 2+ Orders of magnitude (obvious distances/comm)

VisiSoft PARALLEL PROCESSOR SPEEDS
- Gain = 2 Orders of magnitude (includes PUE - already tested)

USE HETEROGENEOUS CELL SIZES
- Gain = 1 Order of magnitude (already tested)

USE HETEROGENEOUS TIME STEPS
- Gain = 1 Order of magnitude (already tested)

VisiSoft - CAN BEAT REAL SPEED REQUIREMENTS BY
- 6 TO 8 ORDERS OF MAGNITIDE - ON PARALLEL PROCESSORS

31
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PREDICTION SYSTEMS, INC.
Visual Software International

309 Morris Ave Suite ]
Spring Lake, NJ 07762

Telephone: (732) 449-6800
Fax: (732) 449-0897

Web Sites: www.VisiSoft.com
www.predictsys.com

E-Mail VSI@VisiSoft.com
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QUESTIONS
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