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2015 & 2016 Jeep Hacks:
A failure of assured 
systems engineering 
given today’s 
connected 
world?…
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(2) Reimaged the V850 controller (BCM) 
Gateway – had a checksum on the 
images but it wasn’t used

(1) Took over the 
Radio (RAD) thru 
guessable pwd

3a

3b

(3a) With re-imaged BCM 
the Radio can send arbitrary 
CAN Bus Commands (2015) (3b) (2016) spoofed 

TPM speed messages…
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Certified to Work in Shared Context
Engineered to Do the Mission…

FAA Flight Certified
• Radios, Radar Beacons, Navigation Lights, 

Safety features...
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Perspectives on Assurance

Acquirer
• How do I express 

requirements?

• Will it work they way it should?

Regulator
• Is it safe?

Community
• Do I want this in my 

backyard?

• Can I count on it?

Patron
• Is it safe?

• Should I use it?

• Can I count on it?

Insurer
• How do I underwrite? Operator

• How do I use this?

• Can I trust it?

• Am I responsible if it 
makes a mistake?

Creator
• How should I design 

and build?

• Will I be liable for 
problems?

Commander/
Supervisor

• Can I reliably use in 
operations?

• What changes 
operationally?

Researcher
• What technology is 

needed to ensure 
trust?
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Definition of Assurance Case

A documented body of evidence that 
provides a convincing and valid argument 
that a specified set of critical claims 
regarding a system’s properties are 
adequately justified for a given application 
in a given environment.
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Backing

Warrant

claimgrounds
Modality

(probably)

Assurance Claims with Support of ‘Substantial’ Reasoning

Stephen Toulmin, 1958

• Claims are assertions put forward for general acceptance

• The justification for claim based is on some grounds, the 
“specific facts about a precise situation that clarify and make 
good for  a claim”

• The basis of the reasoning from the grounds (the facts) to the 
claim is articulated. 

• Toulmin coined the term “warrant” for “substantial argument”.  

• These are statements indicating the general ways of argument 
being applied in a particular case and implicitly  relied on and 
whose trustworthiness is well established”.

• The basis of the warrant might be questioned,                                  
so “backing” for the warrant may be introduced.                       
Backing might be the validation of the scientific and 
engineering laws used.
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Claim

Sub-Claim Sub-Claim

Argument Argument

The Basics of an Assurance Case

Evidence = 
required documentation

Evidence Evidence

Argument = 
how evidence supports claim

Claim = 
assertion to be proven

Assumptions 

& Preconditions
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Safety Case Tooling –

Claims-Evidence-Argument in Use for <15 Years
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Assurance Claims with Support of ‘Substantial’
Reasoning → two implementations

CAE

Claim, Argument, Evidence

Evidence or sub claim

Backing

Warrant

claimgrounds

Argument

Modality

Claim

GSN

Goal Structuring Notation

Backing

Warrant

claimgrounds

Justification

Modality

GoalSolution or sub-goals

Strategy
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Meaning, validity, integrity, 
coverage, significance, relevance, 

& meaningfulness

Rationale for Assumption, 
Probability & its Uncertainty

Assumption
& Probability True

Related Consequences & 
Uncertainty LimitationsConditionality

Justification of Kind & Validity of 
Reasoning in Argument

ISO/IEC 15026: Systems & Software Assurance 
Part 2: The Assurance Case (Claims-Evidence-Argument)

Claim

Argument

Evidence

Argument

Sub-Claim Evidence
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Structured 
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Establishing Assurance - Reducing Uncertainty 

While Assurance does not provide 
additional security services or 
safeguards, it does serve to reduce 
the uncertainty associated with 
vulnerabilities resulting from

– Bad practices

– Incorrect & inefficient  safeguards

The result of System Assurance is 
justified confidence delivered in 
the form of an Assurance Case

TYPES OF EVIDENCE FOR AN ASSURANCE CASE

Confidence demands objectivity, scientific method and cost-effectiveness

Verification & 
Validation

Engineering 
Process

Architecture 
Assessment

Implementation 
Assessment

Other Areas

Evidence

Evidence

Evidence

Evidence

Evidence

Assurance 
Argument

Assurance 
Case

Related standards: 
ISO/IEC 15026; 
SACM, GSN/CAE 
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The Assurance Case 



© 2022 The MITRE Corporation. All rights reserved. Approved for Public Release; Distribution Unlimited. Case No: 22-01488-13

Assurance and Evidence (NIST SP800-160)

16

•Assurance is best grounded in relevant and credible 
evidence used to substantiate a claim
− “the system is acceptably safe / secure”

•An assurance case relate claims and evidence
−Via structured argumentation and argument patterns
−Automated via assurance case tools 

Claims

Evidence

Arguments

GSN & C A E:  15+ Years Aviation Safety
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Communicating Assurance to Gain Trust

Special Publication 800-53 Revision 4                                  Security and Privacy Controls for Federal Information Systems 
                                                                                               and Organizations 

________________________________________________________________________________________________ 

information systems, monitoring established secure configuration settings, and developing 

policies/procedures that support the operation and use of the systems. 

The concepts described above, including security requirements, security capability, security 

controls, security functionality, and security assurance, are brought together in a model for 

trustworthiness for information systems and system components. Figure 3 illustrates the key 

components in the model and the relationship among the components. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 3: TRUSTWORTHINESS MODEL 

  

 

Facilitates risk response to a variety of threats, including 
hostile cyber attacks, natural disasters, structural failures, 

and human errors, both intentional and unintentional. 
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ISO/IEC 15026-2  Assurance Case

OMG Structured Assurance Case Metamodel (SACM)

NIST SP800-160 NIST SP800-53r4
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ABSTRACT 

Assessing the safety of complex safety- or mission-critical 

systems under ever tightening time constraints with any degree of 

confidence is a growing challenge for industry and regulators 

alike. One method of helping to address this situation is through 

the use of assurance cases. Challenges abound here as well; too 

little or too much abstraction or poorly constructed arguments can 

affect confidence that a system will perform as intended. The 

automatic generation of a (safety) assurance case not only can 

expedite a development process but also leverage the ability to 

perform compliance checking. In this paper, we propose a novel 

framework which weaves a safety case pattern, guidance 

metamodel, and a development process metamodel together to 

generate a safety assurance case, which facilitates checking the 

conformance of the system to the guidance. As a case study, we 

use the GPCA infusion pump project as a subject to illustrate how 

this framework can aid in compliance checking using the infusion 

pump guidance published by FDA as a reference oracle.   

Keywords 

Compliance checking; model transformation; safety-critical 

systems; safety case. 

1. INTRODUCTION 
Assessing the safety of complex safety- and mission-critical 

systems, such as medical devices, under ever tightening time 

constraints with an acceptable level of confidence is a growing 

challenge for industry and regulators alike. One method of helping 

to address this is through the use of safety assurance cases (or 

safety case in short) [1]. For instance, the U.S. Food and Drug 

Administration (FDA) recently released an infusion pump a 

guidance document on the total product lifecycle for infusion 

pumps [2], which recommends infusion pump manufacturers to 

use safety assurance case (“safety case”) as a structured means to 

organize and present to FDA the information supporting the safety 

claims of their infusion pump devices.  In this paper, we take the 

infusion pump guidance as an example to discuss how to 

automatically construct a safety case in safety critical domains. 

The construction and review of a safety case for an infusion pump 

system are a daunting task for various stakeholders such as 

manufacturers and FDA regulators due to the following reasons. 

Firstly, the guidance provides general requirements on what types 

of safety properties that a safety case should argue about and what 

kind of evidence it should collect from development artifacts.  

But, it leaves it up to device manufacturers to decide the ways of 

constructing a safety case in terms of using the collected evidence 

to support the specific safety claims articulated for their devices. 

This however creates a gap between the guidance’s requirements 

and the device development process for the device that needs the 

manufacturers to properly bridge when constructing their safety 

cases. This gap also makes it challenging for regulators to review 

the safety cases, because they need to first understand how 

guidance requirements are mapped to the safety claims in the 

safety cases and then evaluate the trustworthiness and 

qualification of the collected evidence in supporting these claims. 

Exacerbating the problem is the poor quality of evidence and 

arguments assembled in the safety cases: many safety cases suffer 

from the structural problems, such as too little or too much 

abstraction and poorly constructed arguments.  

Secondly, like many other guidance documents or standards 

across the safety critical industries, the guidance intends to be 

generic to ensure its applicability to as many infusion pump 

devices as possible.  Consequently, it creates a space for different 

stakeholders, such as suppliers, clients, and certifiers, to come up 

with different understanding/interpretation of the guidance’s 

requirements. For example, the guidance recommends 

manufacturers to conduct hazard analysis to identify the risks 

associated with their devices and use the results to define the 

safety claims to be included in the safety cases.  However, it 

leaves it up to manufacturers to decide the specific hazard analysis 

techniques to use and the process of using such techniques.  The 

difference among stakeholders in interpreting the guidance creates 

a communication gap between them. Safety cases need to be 

constructed properly to help to remediate the difference, rather 

than making it worse.  

To address the above challenges, we propose a novel model-based 

framework, called SPIRIT, that applies the notions of safety case 

patterns and model weaving to support the mechanical generation 

and validation of safety cases.  Central to SPIRIT is to utilize 

safety case patterns [3] to enable the mechanized and consistent 

generation of safety cases for the same type of systems.  In this 

way, the cost of constructing safety cases can be reduced and the 

confidence of such safety cases can be improved, by reusing the 

safety case patterns that have been proven as successful in past 

practices to promote the communication among stakeholders.  

Beside the safety case pattern, SPIRIT requires two additional 

inputs: a guidance metamodel, in the format of a UML class 

diagram, to denote the guidance and remediate the stakeholders’ 

difference in interpreting the guidance; and a development process 

metamodel that defines how a manufacturer designs their infusion 
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type, and create a binding statement to link the source and target 

nodes. For example, if the type of the target node is GSN_Goal, 

then these two nodes are connected, since the output GSN 

metamodel in Figure 7 indicates that two GSN_Goal classes are 

connected by the self-association and one of them must has its 

role name as subgoal.  A binding statement is also generated for 

the target node to assign the invocation of the called rule produced 

for the target node to the subgoal feature of the root GSN_Goal 

node. Situations where the type of the target node is 

GSN_Justification, GSN_Assumption, or GSN_Strategy are 

handled similarly. 

How to invoke a called rule depends on the format of role 

expressions. For example, there are three relationships in Figure 2, 

connecting the root goal node G1 to two strategy nodes S1 and S2 

and one goal node G2, respectively.  Moreover, Lines 9-12 in 

Figure 6 output three binding statements to invoke the called rules 

produced for nodes G2, S1, and S2 (see statements 15-17 in 

Figure 8).  

The called rules generated for each of the rest nodes in the safety 

case pattern may or may not have parameters. Java 

Transformation generated a parameter for a called rule only if the 

corresponding node in the safety case pattern has a role 

expression. For instance, the called rule called1() in Figure 8 is 

generated for node G2 in Figure 2. Since G2 does not have any 

role expression, no parameter is assigned to rule called1(). In 

contrast, the called rule called39 generated for node S1 in Figure 2 

has a parameter, since S1 has a role expression system.   

Once produced, the ATL program can be executed to generate a 

safety case for the target project.  Executing the ATL program 

starts with executing the matched rule(s) to produce a root node in 

the output safety case; if any called rules are invoked during 

executing the matched rules and the subsequent execution, these 

called rules are executed to produce the rest nodes in the safety 

case. 

5. CASE STUDY ON THE GPCA PROJECT 
The generic patient-controlled analgesia infusion pump project 

(GPCA) [10] was an open-source project intending to demonstrate 

the applicability of model-driven development techniques to 

medical device (software) systems.  Its development process is 

consisted of two steps. The first step includes the activities related 

Table 3 GPCA artifacts 

GPCA development 

process metamodel 

elements 

GPCA objects 

System GPCA system 

SafetyRequirement SR1.1, SR1.2, SR1.4, SR1.5, SR1.10, SR3.4.6, 

SR6.1.3, SR6.1.4 

Cause Flow rate does not match programmed rate 

Programmed rate too low 

Dose limit exceed due to too many bolus requests  

Bolus volume/concentration too high 

Hazard Underinfusion, Overinfusion 

Property Flow rate sensor is equipped 

Period is 15 minutes 

Flow rate is less than 90% of the programmed 

rate 

Reference FDA standard 

Expertise opinion 

Previous knowledge 

 

 

Figure 9 Safety case model of GPCA system 

SIGBED Review 50 Vol. 14, Num. 2, March 2017
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Establishing Assurance - Reducing Uncertainty 

While Assurance does not 
provide additional security 
services or safeguards, it 
does serve to reduce the 
uncertainty associated with 
vulnerabilities resulting from

– Bad practices

– Incorrect & inefficient  
safeguards

The result of System 
Assurance is justified 
confidence delivered in the 
form of an Assurance Case

TYPES	OF	EVIDENCE	FOR	AN	ASSURANCE	CASE

Confidence demands objectivity, scientific method and cost-effectiveness
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2.4   SYSTEMS SECURITY ENGINEERING FRAMEWORK 

The systems security engineering framework [McEvilley15] provides a conceptual view of the 

key contexts within which systems security engineering activities are conducted. The framework 

defines, bounds, and focuses the systems security engineering activities and tasks, both technical 

and nontechnical, towards the achievement of stakeholder security objectives and presents a 

coherent, well-formed, evidence-based case that those objectives have been achieved.26 The 

framework is independent of system type and engineering or acquisition process model and is not 

to be interpreted as a sequence of flows or process steps but rather as a set of interacting contexts, 

each with its own checks and balances. The systems security engineering framework emphasizes 

an integrated, holistic security perspective across all stages of the system life cycle and is applied 

to satisfy the milestone objectives of each life cycle stage. Figure 3 provides an overview of the 

systems security engineering framework and its key components. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

FIGURE 3:  SYSTEMS SECURITY ENGINEERING FRAMEWORK 

The framework defines three contexts within which the systems security engineering activities are 

conducted. These are the problem context, the solution context, and the trustworthiness context. 

Establishing the three contexts helps to ensure that the engineering of a system is driven by a 

sufficiently complete understanding of the problem articulated in a set of stakeholder security 

                                                 
26 Adapted from [NASA11]. 
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Mission-critical Cyber-Physical-Sys-

tems (CPS) often need to follow well-

defined safety and qualification stan-

dards. Most safety standards demand ex-

plicitly or implicitly a safety case, which

contains evidence and assurance that all

safety risks have been appropriately

identified and considered. To generate

such a safety argumentation, require-

ments tracking and workflow support

are important. The Workflow Engine for

Analysis, Certification and Test (WE-

FACT) has been developed as a platform

for safety certification and testing in the

ARTEMIS/ECSEL projects SafeCer,

MBAT and CRYSTAL. The final result

of the WEFACT supported workflow is

the safety case (Figure 1).

WEFACT’s requirements tracking,

testing and certification support is based

on a workflow derived from the require-

ments of functional safety standards, but

other domain-specific requirements and

company-specific practices can also be

included. These requirements, together

with functional and non-functional re-

quirements defined for the individual

application, are stored in a DOORS©

database; ‘V-plans’ (validation plans)

are defined for these requirements, and

their successful execution proves that

the requirements are fulfilled. Recently,

WEFACT is being developed in the

ARTEMIS/ECSEL project EMC² to-

wards a framework for supporting a gen-

eral assurance case covering all relevant

dependability attributes, including

safety, security and performance (see

Figure 2). 

With increasingly interconnected and

networked critical systems, a safety

case needs to be aware of security risks

because security threats have to be

considered as a potential cause for haz-

ards. A security aware safety case in-

cludes security assurance in order to

demonstrate that a system is safe and

Workflow Engine for Analysis, Certification 

and Test of Safety and Security-Critical Systems

by Christoph Schmittner, Egbert Althammer and Thomas Gruber

Certification and Qualification are important steps for safety- and security-critical systems. In Cyber-

Physical Systems (CPS), connected Systems of Systems (SoS) and Internet of Things (IoT), safety and

security certification should be done in a holistic and unified way. Assurance that a system is safe

needs to include evidence that the system is also secure. WEFACT is a workflow tool originally

developed for guidance through the safety certification and testing process, which is now extended

towards holistic safety and security assurance.

Figure 2: The V&V process as

guided by WEFACT.

Figure 1: The WEFACT Framework.
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company-specific practices can also be

included. These requirements, together

with functional and non-functional re-

quirements defined for the individual

application, are stored in a DOORS©

database; ‘V-plans’ (validation plans)

are defined for these requirements, and

their successful execution proves that

the requirements are fulfilled. Recently,

WEFACT is being developed in the

ARTEMIS/ECSEL project EMC² to-

wards a framework for supporting a gen-

eral assurance case covering all relevant

dependability attributes, including

safety, security and performance (see

Figure 2). 

With increasingly interconnected and

networked critical systems, a safety

case needs to be aware of security risks

because security threats have to be

considered as a potential cause for haz-

ards. A security aware safety case in-

cludes security assurance in order to

demonstrate that a system is safe and

Workflow Engine for Analysis, Certification 

and Test of Safety and Security-Critical Systems

by Christoph Schmittner, Egbert Althammer and Thomas Gruber

Certification and Qualification are important steps for safety- and security-critical systems. In Cyber-

Physical Systems (CPS), connected Systems of Systems (SoS) and Internet of Things (IoT), safety and

security certification should be done in a holistic and unified way. Assurance that a system is safe

needs to include evidence that the system is also secure. WEFACT is a workflow tool originally

developed for guidance through the safety certification and testing process, which is now extended

towards holistic safety and security assurance.

Figure 2: The V&V process as

guided by WEFACT.

Figure 1: The WEFACT Framework.
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Informatics and Mathematics (ERCIM)



© 2022 The MITRE Corporation. All rights reserved. Approved for Public Release; Distribution Unlimited. Case No: 22-01488-13



© 2022 The MITRE Corporation. All rights reserved. Approved for Public Release; Distribution Unlimited. Case No: 22-01488-13



© 2022 The MITRE Corporation. All rights reserved. Approved for Public Release; Distribution Unlimited. Case No: 22-01488-13

The Assurance Case 
Medical
Space
Aeronautics
Rail
Automotive
Shipping
Autonomous
Critical Infrastructure
Cyber Physical Systems…

Dependability 

Engineering 

Innovation for Cyber Physical 

Systems 

25



© 2022 The MITRE Corporation. All rights reserved. Approved for Public Release; Distribution Unlimited. Case No: 22-01488-13

https://www.ida.org/-/media/feature/publications/a/as/a-sample-security-assurance-case-pattern/p-9278.ashx

 

    
 

IN S T IT U T E  F O R  D E F E N S E  A N A L Y S E S  

 
  

 
A Sample Security Assurance Case Pattern 

 

 

E. Kenneth Hong Fong, Project Leader 

David A. Wheeler 

 

 

 

 

 

 

 

 

 

December 2018 

 

Approved for public 

release; distribution is 

unlimited. 
 

IDA Paper 
P-9278 

 
 

INSTITUTE FOR DEFENSE 
ANALYSES 

4850 Mark Center Drive 
Alexandria, Virginia 22311-1882 

 

 

 

  

  

 

ii 

Contents 

1. Introduction ................................ ................................ ................................ ............. 1-1 

2. Sample Assurance Case Pattern ................................ ................................ ..............  2-1 

A. Top Level ................................ ................................ ................................ ........ 2-1 

B. Life Cycle Processes ................................ ................................ .......................  2-4 

1. Security in Design ................................ ................................ .....................  2-5 

2. Security in Integration and Verification ................................ ....................  2-9 
3. Security in Transition and Operation ................................ ........................  2-9 

4. Security in Maintenance ................................ ................................ .......... 2-10 
5. Certifications and Controls ................................ ................................ ...... 2-10 

C. Implementation ................................ ................................ ..............................  2-11 

1. Common Implementation Errors Countered ................................ ........... 2-13 

2. Common Misconfigurations Countered ................................ ..................  2-15 
3. Hardening Applied ................................ ................................ ..................  2-15 

4. Securely Reuse Software ................................ ................................ ......... 2-16 

D. Other Life Cycle Processes ................................ ................................ ........... 2-17 

E. Real Assurance Cases Include Supporting Text ................................ ............ 2-18 

F. Determining Adequacy ................................ ................................ ..................  2-19 

3. Sample Assurance Case Application ................................ ................................ ....... 3-1 

A. Top Level ................................ ................................ ................................ ........ 3-1 

1. Sample Supporting Text: Email Addresses ................................ ...............  3-3 

2. Sample Supporting Text: Data Modification Requires Authorization. ..... 3-5 

3. Sample Graphical Representation That Data Modification Requires 

Authorization ................................ ................................ .............................  3-6 

B. Life Cycle Processes ................................ ................................ .......................  3-7 

C. Implementation ................................ ................................ ................................  3-9 

D. Other Life Cycle Processes ................................ ................................ ........... 3-11 

4. Conclusions ................................ ................................ ................................ ............. 4-1 

Appendix A . Processes Are Neither Phases nor Stages ................................ .................  A-1 

Appendix B . How an Assurance Case can Support Other Documents and Processes ...B-1 

1. DoD Instruction 5000.02 ................................ ................................ .................B-1 

2. DoD Program Protection Plan (PPP) ................................ ............................... B-2 

3. DoD Cybersecurity Strategy ................................ ................................ ...........B-3 

4. DoD Instruction 5200.44 ................................ ................................ .................B-4 

5. NIST Cybersecurity Risk Management Framework (RMF) / DoDI 8510.01 .B-5 

6. NIST SP 800-160 volume 1 ................................ ................................ ............B-6 

7. ISO/IEC/IEEE 12207 ................................ ................................ ...................... B-7 

 

2-2 

 

Figure 1. Top Level of an Assurance Case 

 

We must find a way to argue that this top level claim is true. For our purposes, we 

have decided to divide this into two sub-claims: 

1. Security requirements are identified and met by functionality. If we don’t know 

what security requirements must be met, we cannot determine if the system 

meets them. 

a. This requires knowing the system’s basic security requirements 

(confidentiality, integrity, and availability). Some systems might consider 

additional requirements as basic, such as non-repudiation and/or 

accountability.  

b. These basic security requirements must have adequate support by access 

control functions (identification, authentication, and authorization). 

c. Understanding the security requirements also requires identifying and 

addressing the assets the system must protect and the threat actors the 

system must defend against. If the system must directly withstand nation-

state attacks, then much more will need to be done in comparison with a 

system that does not. If the system must withstand insider threats during 

development and/or operations, then that must also be identified and 

addressed. 
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Figure 2. Life Cycle Processes 

1. Security in Design 

A secure system requires a secure design. The following subsections discuss some 

approaches for doing so. 

a. Threat (Attack) Model Analyzed 

It is wise to analyze the system design from the point-of-view of an attacker. This 

kind of analysis is called “threat modeling” or “attack modeling.” Such analysis can 
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D. Other Life Cycle Processes 

We should also consider all the other software life cycle processes beyond the 

technical processes. The 12207 standard defines three other process groups, with a number 

of processes within each one as shown: 

• Agreement: acquisition and supply processes 

• Organizational project-enabling: life cycle model management, infrastructure 

management, portfolio management, human resource management, quality 

management, and knowledge management processes 

• Technical management: project planning, project assessment and control, 

decision management, risk management, configuration management, 

information management, measurement, and quality assurance processes 

Figure 5 shows an assurance case pattern using this as a starting point. 

 

Figure 5. Other Life Cycle Processes 

 

The example shown here notes that if your system depends on a content distribution 

network (CDN) provider, it would be wise to have a support contract with them. If there is 

no CDN, then there is no need for a contract with one, but the general pattern still stands: 

If it’s important for an organization’s mission, it’s wise to have a support contract with 

someone to support it. 
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Figure 3. Implementation—Web Application 

 

All 
OWASP 
top 10  
(2013 & 
2017) 

countered

Entire most-
relevant security 

guide applied

Hardening 
applied

Hardened 
outugoing HTTP 

headers, including 
restrictive CSP

Incoming 
rate 
limits

Force 
HTTPS, 
including 
via HSTS

CSRF 
token 

harden-
ing

Outgoing 
email 

rate limit

1. Injection (incl. 
SQL injection)

2. Auth & 
session

3. XSS

4. Insecure 
object references

5. Security 
misconfiguration

6. Sensitive data 
exposure

7. Missing 
access control

8. CSRF

9. Known 
vulnerabilities

10. Unvali-
dated 

redirect/fwd

See securely reuse
(supply chain)

See security guide applied

Most implementation 
vulnerabilities are due to 

common types of 
implementation errors or 

common misconfigurations, 
so countering them greatly 

reduces security risks

Reduce/eliminate 
impact if defect exists

All of the most 
common important 

implementation 
vulnerability types 

(weaknesses) 
countered

All of the most common 
known security-relevant 
misconfiguration errors 

countered

11. XXE (2017 A4) 

12. Insecure 
deserialization 

(2017 A8)

13. Insufficient 
logging and 

,onitoring (2017 
A10)

Encrypted
email 

addresses

Cookie
limits

Securely 
reuse

Review before use

Get authentic 
version

Use package 
manager

Security in
implementation

 

2-13 

 

Figure 4. Implementation—Embedded System 

1. Common Implementation Errors Countered 

The best list of common implementation errors that lead to vulnerabilities would be a 

large set from that specific system built up over decades of time, but this is rarely available. 

The Common Weakness Enumeration (CWE) provides a large community-developed list 

of common security weaknesses, but though important for many activities, it is too large 

to use directly as a starting point for a single system. Here are some sources of information 
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Figure 9. Application: Life Cycle Processes 

Secure design principles were also applied, in this case, the well-known principles 

from Saltzer and Schroeder (S&S). For more about the S&S principles, see [Saltzer 1975]. 

The actual assurance case discussed “simple design” separately, and noted that it was an 

S&S principle. As noted earlier, we have supplemented the S&S principles with two more: 

having a limited attack surface and using input validation with whitelists. 

The example system uses memory-safe programming languages, in this case Ruby. 

This eliminates the risk of using memory-unsafe languages in custom code as discussed in 

section 2.B.1. 
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Figure 10. Application: Implementation 

 

As stated earlier (and restated here for emphasis), hardening measures are extremely 

important for reducing the probability or impact of risks. In a web application, measures 

such as using a restrictive CSP and incoming rate limits can be very useful. 

In this particular example, we have some specialized hardening titled “Gravatar 

restricted.” This particular system uses the “Gravatar” service (this service provides an 

avatar image given an email address’ MD5 hash). To provide additional protection of email 
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OMG’s SACM 2.2 (Structured Assurance Case Metamodel Standard)
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The Multiple Detection Methods are Sources of Assurance 
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Open Group’s Dependability Framework (O-DA):
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SoT - a strategic, widely-adoptable, holistic, data-driven 
analysis platform to assess supply chain security risks

Supply Chain Security (SCS) System of Trust (SoT)

“What Supply Chain Risks to Manage?”

Address Chaos, Align & Organize Simplify, Tailor & Use
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MITRE’s Supply Chain Security System of Trust™
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chains-a-comprehensive-data-driven-approach
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Tying together SoT and RMM
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q Small Business

Assessment Scope, Skills & Means

q Open Source Information

q Purchased Data Sources

q Written Questions

q Oral Discussions

q Sampling of Components

q Software Analysis

q Intelligence Service Investigation

Assessment Constraints

q Time Period   

o Weeks

o Days

o Hours

q Monies for Data Purchase 

q Investigative Staff Available

Supplier with Purchased 
& Public Data Profile

Pilot 1, 2, 4 & 5
SoT Profiling  [notional screen]

Analysis of Software 
Supply Item Profile

Pilot 3
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SoT Profiling  [notional screen]

Pilot 3

Pilot 1
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System of Trust – Addressing Supply Chain Security

https://www.youtube.com/watch?v=PX0xzkfKSVA

https://sot.mitre.org
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Questions?

ramartin@mitre.org
44

Dependability Engineering Innovation for Cyber Physical Systems (DEIS)

http://www.deis-project.eu/dissemination/

“Assuring Trustworthiness in an Open Global Market of IIoT Systems via Structured 

Assurance Cases”
https://www.iiconsortium.org/news/joi-articles/2018-Sept-JoI_Assuring_Trustworthiness-FINAL2.pdf


