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Understanding the Security

Challenge

* As systems engineers, we face significant security
challenges when integrating Al/ML-enabled

Automotive Artificial Intelligence (Al) Market Size 2023

components into complex, dynamic architectures. (USD Blllion)
40
* These architectures, increasingly prevalent across 30 2571
ground, air, and space domains, require new security N
considerations. .
20 $19.99
 For example, modern electric vehicles (EVs) provide i oo
Al/ML-enabled autonomy and decision-making . l
oo, * 5 o . . . a4 T $3.87
capabilities, including self-driving and self-parking oL .

. 2023 2024 | 2025 |[[20760| 207N [EGEEN 2020 2030 [(2031) [NE53E |EGESN
functions.

Source: https://www.precedenceresearch.com/automotive-artificial-intelligence-market .%QTQFQQEST

* With these advanced functions comes the potential
for adversaries to disrupt operations through cyber-
attacks targeting Al/ML-enabled system elements.
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History of Prior Work

e The history of securing cyber-physical systems is

over 20 years old and was triggered by the

Increasing Awareness of Embed-

Emergent Security Solutions for

Development of Security Practices

integration of microcontrollers, software, and _dedSecuritylssues | Mission Critial Systems ________for Al/ML-enabled Systems
o o ' Research published Tesla in?troduces DO-326A standard i ) - :
n etWO r ke d CO m p O n e n tS | n to p ro d u Ct a rC h |te Ct u re S . — gn vtulr;lerall-\)ilities in Rerospace industry — ;)ver»t:'iel—air updates — for airworthiness et
ontroller Area or venicles, securl rocess
Network (CAN) demonstates highlighting security speciﬁt():'a’t)ion, o P &
. buses in vehicles vylnefrtabllgles (i benefits and risks. SpaceX Dragon W e T =
* As cyber-physical systems became more complex, st n " eenters s Wl | | =
. 0 g . . ' demonstrate robust securityin -~ L
the security challenges grew, leading to significant | remote hacking of Al-enabled space .
3 1 aJeep Cherokee systems gttélc!f(ML foymall!zei'attack dsurfalce :
research efforts to safeguard these product O 00 o 206 202 T e T gy,
. | 2004 2008 2012 2014 2018 2022 ! ) :
architectures. 3 | e | '
! its Space |
A A A N Researchers First documented E NASA establishes zecutity Bést E
e The topic of securing embedded systems is gaining demonstatethe L casesof malware the Space Aset racices Guide|
o . . et B
mome nt um a ga N Wlth th e ra p I d d d (0] pt Ion Of Al/M I__ L ceptattack ona industrial control E address security automotive Security Design Patterns secure
modern vehicle's systems. L — - cybersecurity enbedded AIML-emabled system

enabled system elements, which bring both

embedded systems.

spacecraft.

components (see Figure 5)

advanced capabilities and expanded attack surfaces.
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Architectural Framework for Security

Analysis

* As arule, cyber attackers exploit trust relationships

between system elements to access critical mission Multi-Level Attack Surface and
functions and to perform cyber attacks. Trust Relationship Flows .
——— =trust relationship ﬂoﬁrgg{fvn I/F ‘.Lﬁ"atf_gg?ljse el

effects

* In both commercial and military platforms, trust
relationships connect architectural scales

* Platform €<—>Network €—=>LRU €—->Board €<—>Chip attack

flow down

flow up
I/F4 < network level
N attacks

LRU level
attacks

.2
A

o Cyber
board/circuit level : Attacker

attacks

adeINCPENY ]

* In this framework
atack
. . ow dowhn B d
* Attacks flow from level to level along trust relationships f "

effects
flow up

Chi Al % I/F chip/IC level :-
muuuu attacks R

* Al/ML exploitation occurs at the chip (software)

* Effects flow upward to the targeted system element

* Notably, the union of Al/ML attacks across
architecture scales forms the new and expanded
attack surface
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Design Pattern for Developing

Solutions

* Analysis of Al/ML-enabled security issues across the
five framework scales produces a common design

pattern for assessing security issues. _g Multi-Level AIML-enabled Design Pattern
o sensor control data
* In this design pattern :;‘
 Sensors (S1, S2) provide sensor data from the onboard E I p—— .
(internal) and offboard (external) environments. 2 # T A,

Board

* Al/ML-enabled system components perform data N — ——
5o o . . . . . suosystem  \ actuatordaata
conditioning, sensor data integration, decision-making, o data ' - .
and actuator data conditioning.

subsystem control data

* Actuators (A1, A2) receive commands from the Al/ML
and generate control signals for connected elements.

Chip

®=sensor [A)=actuator (@)= trust relationship

* Itsimportant to notg that .most RGBS 2l Unsecured trust relationships provide a potential avenue for attack
unsecured trust relationships between components and should be a key focus in our security measures.

in modern systems.
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Cross Layer Attack Framework for on

Al/ML-Enabled Systems

* The cross-layer attack framework identifies cyber
attacks affecting Al/ML-enabled components at
each framework level.

* In many cases, the attacks focus on manipulating or
modifying sensor data inputs to the Al/ML
algorithm, causing it to generate outputs
determined by the attacker’s intent.

* These erroneous inputs change system
performance as their effects propagate to actuators
and subsystems throughout the system
architecture.

© BAE Systems

Architecture Level Design Pattern Realization

Platform Level

Attack Vectors by Architecture Level

Man-in-the-Middle: HW implant modifies
V2V and V2| communication messages

Denial of Service: Platform sensors are
jammed/saturated generating false data

HMI Hacking: Hacking user displays to access
and manipulate system functions

Port Hacking: Allows transport of software
and data to on-board computing systems

Environmental Tampering: External objects
and events are modified or unexpected

Bus Level

Man-in-the-Middle: HW implant modifies
messages between LRUs

RF Injection: Malicious RF signals injected on
antenna apertures create false C2 messages

Actuation Data Tampering: HW implant
modifies actuation and control signals

Man-on-the-Middle: HW implant modifies
messages between LRUs

Proxy Al: Race conditions allow proxy Al to
respond before the actual Al

Sensor Data Tampering: HW implant modi-
fies onboard sensor performance

RF Injection: RF messages overwhelm
RF-processors degrading the flow of msgs

LRU Level

Malicious/Vulnerable Boards: Compromised
boards in the rack affect adjacent boards

Unsecured Data Storage: LRU data storage is
modified to change LRU functions

bedded Behavi itation: LRU
default rules/behaviors are falsely triggered

Unsecured Test Ports: Open test ports
provide access to LRU state and configuration

Unsecured Data Ports: Open data ports
enable software and data changes

Backplane Tampering: HW implant modifies
messages between Boards

Board Level

Circuit Trace Tampering: HW implant modi-
fies messages between components

Sensor Data Tampering: On-board sensor
data is modified creating false inputs

McuU loitation: Security vulnerabilitie:
allow modification of embedded code

FPGA Exploitation: Security vulnerabilities
allow modification of bitstreams at FPGA start

Model Data Tampering: The AI/ML model is
modified in on-board memory stores

Test-Point Intrusion: Unpopulated chip slots
and test points enable hardware implants

! L]
o ® T
wioH oMo TE!
oowe oo
i [TTTTTTTTTTTTTTTTTITTTTT

@-=sensor [A)=actuator )= trust relationship

Side Channel Analysis: Emissions from chips
reveal on-chip operation and configuration

Sensor Data Tampering: On-chip sensor data
is modified createing false inputs

1 ]
T Memory —§J

Fault Induction: Fault inductions change chip
operations and configuration

Model Data Extraction: The Al/ML model is
extracted from chip-level memory

T 3 N T

Firmware Glitching: Power and RF glitching
allows changes in software execution

(See next slide)
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Silicon Malware: Silicon malware alters chip
functions and performance
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Architecture Level

Platform Level

Bus Level

L4

LRU Level

Board Level

Design Pattern Realization

Attack Vectors by Architecture Level

Subsystem A ;'?

W T

Man-in-the-Middle: HW implant modifies
V2V and V2| communication messages

HMI Hacking: Hacking user displays to access
and manipulate system functions

Denial of Service: Platform sensors are
jammed/saturated generating false data

Port Hacking: Allows transport of software
and data to on-board computing systems

Environmental Tampering: External objects
and events are modified or unexpected

RF Injection: Malicious RF signals injected on
antenna apertures create false C2 messages

Man-in-the-Middle: HW implant modifies
messages between LRUs

Actuation Data Tampering: HW implant
modifies actuation and control signals

Man-on-the-Middle: HW implant modifies
messages between LRUs

Proxy Al: Race conditions allow proxy Al to
respond before the actual Al

Sensor Data Tampering: HW implant modi-
fies onboard sensor performance

RF Injection: RF messages overwhelm
RF-processors degrading the flow of msgs

Malicious/Vulnerable Boards: Compromised
boards in the rack affect adjacent boards

Unsecured Test Ports: Open test ports
provide access to LRU state and configuration

Unsecured Data Storage: LRU data storage is
modified to change LRU functions

Unsecured Data Ports: Open data ports
enable software and data changes

Embedded Behavior Exploitation: LRU
default rules/behaviors are falsely triggered

Backplane Tampering: HW implant modifies
messages between Boards

Circuit Trace Tampering: HW implant modi-
fies messages between components

Sensor Data Tampering: On-board sensor
data is modified creating false inputs

MCU Exploitation: Security vulnerabilities
allow modification of embedded code

Model Data Tampering: The Al/ML model is
modified in on-board memory stores

FPGA Exploitation: Security vulnerabilities
allow modification of bitstreams at FPGA start

Test-Point Intrusion: Unpopulated chip slots
and test points enable hardware implants

Side Channel Analysis: Emissions from chips
reveal on-chip operation and configuration

Sensor Data Tampering: On-chip sensor data
is modified createing false inputs

Fault Induction: Fault inductions change chip
operations and configuration

Model Data Extraction: The Al/ML model is
extracted from chip-level memory

Firmware Glitching: Power and RF glitching
allows changes in software execution

Silicon Malware: Silicon malware alters chip
functions and performance

=sensor [A)=actuator @ =trustrelationship  Approved for Public Release - Not export controlled per ES-C4ISR-101024-0215
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Cross Layer Attacks on Al/ML-Enabled Systems

Man in the Middle (MITM): MITM attacks intercept and modify
communications between system elements connected by an
unsecured trust relationship.

For example, at the Bus Level, hardware implants intercept and
modify CAN bus messages, allowing the attacker to influence
the system’s operational state.

Denial of Service (DoS): DoS attacks overload sensors to
produce false readings or to disable the sensor and deny state
data to platform controllers.

For example, at the Platform Level, spamming AIML with
"Chaff Data" to attack the sensors. Kinetic attacks on sensors at
Platform and Bus levels cause degradation of AIML functions.

Approved for Public Release

Sensor Data Tampering : By altering sensor data, the attacker
can feed false information into the system, leading to incorrect
assessments of the platform’s environment or operations.

For Example, at the Bus level, tampering with incoming sensor
data to AIML, which is at the Chip level, falsifies the state of
the environment to achieve an attacker's objective.

Actuator Data Tampering: By altering Al/ML-provided actuation
signals, the attacker can change the behavior of critical systems
such as steering, braking, or propulsion, potentially causing
malfunctions or dangerous conditions.

For example, at the Bus level, Proxy Al abuses the trust
relationship of signals that would be coming from the Al Chip
to change physical state (i.e., braking)

BAE SYSTEMS
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Cross Layer Defenses for Al/ML-

Enabled Systems

* |f the trust relationships are open and connected,
each previously identified attack may affect the
operation of Al/ML-enabled system elements,
thereby allowing the attacker to influence the
system.

Validation Layers: [ /2l 1111
r 1

niegr
Network
Defenses

<€
LRU Defenses

* In such cases, it is crucial to secure trust relationships
by implementing security measures and protocols

Network
Attacks )

Board Defenses

Chip Defenses

that protect the information flows leading to Al/ML- FFETEE
enabled system elements. Y
Board Attacks > E E ] - “ E
* This protection is achieved using security controls, | R Y
some of which are described in the Risk g -

Management Framework , and others are unique to
the architecture level. (See next slide)

© BAE Systems Approved for Public Release BAE SYSTEMS

Not export controlled per ES-C4ISR-101024-0215




to filter
jes.

ocessed.

ssion.

tivity.

tor user interactions with

e authentication to verify

wing communication

Authentication Mechanisms: U5

T
«
g
@
7]

°
S
2
o
o
=
2
2
g
@
o
o
b5

ect anomalous sensor e

n LRUs to protect messag
nent integrity checks to detect

ate RF signals are f

ct suspicious ac

Use signal processing techni

rand tod

re that only leg

MI systems to det:

Data Encryption: Implement encryption protocols for all

Port Security: Disable unused ports and implement strict
communications b

security controls on active
the identities of LRUs before al

Sensor Data Guard: Uses
User Activity Monitoring: |
Signal Authentication: Use authentica

nominal behav

V2V and V2| Guards:
Signal Filtering:

out noi

L
v
9

<

V]
>

2
)
]

<

H

v
< 2 S 4|z 2
2 = ° c s k]

o 6§ |e T g

24 o 2 il g 2 |gé
ws c c Sssle® |5 H] 20
g g .12 z g lgs |& |2 |82
25 |Ey 18 SR lsBBsly |B |28
] < |o = FE >3 |8 - S E
v & Al R sE 52 |2 s >0
L s |8 LB S B S g
5 I ERSS - Z g lcz |4 & 5 E
> pu - o So |2 © oo
£ 7] o o2 |5 g 45
3 @ 3 B %2 |o z v >
oS ° (<] < 2 2 |5 ] =
S 3 T o < 84 [E o 2
P 5] EN K L 18¢ |8 g8
gr° 2 S ES o a6 g gy
C A - ERF R T
- S E & £ 35 |§ SI52 € E5
< = 3] S 2 s 2t |58 o2
5 T e s. &2 |§ o s |8
R - - -
el c e e co 2= |8E 22 S 8o
s 5 e st g g- 5, 127 <
5 < R I I 2 v
30 S |= S g XU |50 3 g
Z L 2 i Q- §a 20 3¢ € S
ol g2 &= =5 8- 8- |- |85 &2
o v ® T O (w2 |EE VMY E L ad
2o |25 5 - (8- 65 g0 v E¢
o 2 s o " 8= 2 s |8 &2
w O T A - 00 <& @ o |, a

mbling
rs to

>tographic checks
ulation

£ o
- ]
- a
o <
® £

wer supplies and clock

st m

est
re watchdog time

se cr

actuation data

slots

©
o
o
2
1]
]
v
©
]

ate bitstreams before loading into FPGAs.

ding and Isolation: Use shi

mize impacts of firmware glitching.

nisms that alert when sensors are compromised.
Integrity Checks: Usc integrity checks to verify that the

Al Guard: Use a reference monitor to compare historical

data with current sensor ar

Bitstream Integrity Checks: Usc cryptographic methods to
Redundant Sensor Systems: Use multiple sensors to

to verify the integrity and authenticity of software.
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Physical Security Hardening: [sc )
Memory Encryption: Encrypt
chip-level memory to protect aga

Software Integrity Verificatiol
Hardware Watchdogs: |Js¢ har

Signal Masking: Use nois
to mask emissions from ¢
Power Regulation:
Tamper Detection

2
v

n

dware functions are operating properly.

Meddler-in-the-Middle: HV/ implant modifies V2V and V21 communication messages

Denial of Service: Platform sensors are jammed/saturated generating false data

Environmental Tampering: External objects and events are modified or unexpected

HMI Hacking: Hacking user displays to access and manipulate system functions

Port Hacking: Allows transport of software and data to on-board computing systems

RF Injection: Malicious RF signals injected on antenna apertures create false C2 messages

Meddler-in-the-Middle: H\V implant modifies messages between LRUs

Meddler-on-the-Middle: 'V implantinjects messages between LRUs

Sensor Data Tampering: H\V implant modifies onboard sensor performance

Actuation Data Tampering: H\/ implant modifies actuation and control signals

Proxy Al: Race conditions allow proxy Al to respond before the actual Al

RF Injection: RF messages overwhelm RF-processors degrading the flow of msgs
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Malicious/Vulnerable Boards: Compromised boards in the rack affect adjacent boards

Unsecured Data Storage: | R data storage is modified to change LRU functions

Embedded Behavior Exploitation: | R default rules/behaviors are falsely triggered

LRU Attacks

Unsecured Test Ports: Open test ports provide access to LRU state and configuration

Unsecured Data Ports: Open data ports enable software and data changes

Backplane Tampering: H\V implant modifies messages between boards

Circuit Trace Tampering: H\W implant modifies messages between components

MCU Exploitation: Security vulnerabilities allow modification of embedded code

FPGA Exploitation: Security vulnerabilities allow modification of bitstreams at FPGA start

Board Attacks

B
0 [as s
( X
0 - L
o
( as o as “

Board Defenses

Chip Defenses

Sensor Data Tampering: On-board sensor data is modified creating false inputs

Model Data Tampering: The Al/ML model is modified in on-board memory stores

Test-Point Intrusion: Unpopulated chip slots and test points enable hardware implants

Side Channel Analysis: Emissions from chips reveal on-chip operation and configuration

Fault Induction: Fault inductions change chip operations and configuration

Firmware Glitching: Power and RF glitching allows changes in software execution

Chip Attacks

Sensor Data Tampering: On-chip sensor data is modified createing false inputs

Model Data Extraction: The Al/ML model is extracted from chip-level memory

Silicon Malware: Silicon malware alters chip functions and performance

= Strong mitigation

s = Moderate mitigation

| = Little/No mitigation

Approved for Public Release - Not export controlled per ES-C4ISR-101024-0215
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Cross Layer Defenses for Al/ML-Enabled Systems

Encryption: Implementation of encryption for message
communication occurs at multiple layers since attacks originate
at any layer of the system design.

For Example, Attacker conducts MitM to achieve secondary
effect, this fails as MitM is unable to spoof trustworthy
messages.

Integrity checks: All platform levels have methods for
performing integrity checks of the platform’s data flows,
software, messages, and physical configuration.

For Example, As a processing board boots, it validates its
software and bitstream data, ensuring that the onboard
memory stored has not been corrupted.

Approved for Public Release

Guards: Reference monitor to compare historical data with
current sensor and actuation data.

For Example, MitM attacks at the Bus layer produce “Chaff”
data to blind Platform Al, resulting in a DoS attack. Al Guards
can reject input data reaching the Al core, breaking the MiTM
attack.

Authentication: Device-to-device authentication at the end-
point of each trust relationship validates the identity of
components on the communication pathway.

For example, a proxy Al operating at the bus level may exploit
race conditions and respond ahead of the Al platform. Point-
to-point authentication closes off the race condition, thereby
breaking the attack chain.

BAE SYSTEMS
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Application Process

* The application process augments existing

. . fi h h b d| Trust Relationship Engineering
engineerin ractices, wnicn are proa -
’ i i : ! R A A hA A | |A i TAd A A
applicable across product developers. renens  prhietre | Desgn | imemenaton - Testand | oeroyment - oparatons o
* The heart of the approach is identifying ’ rldenﬂfyanddocumem
inappropriate trust relationships that allow 1 s rellone: ° .

. . eview and understand dentify multi-level attack Update the product Update the product
attackers to move horizontally and vertically | "W requiements *’ M ectors P architectwe [ design
W|th|n d SyStem arChlteCtU re. _ﬁdentifycontrqlsto.secure N

trust relationships 5 A 4
 Attacks = Trust Relationships = Defenses | A“‘“‘”'T'd“a'“k

* Defensive controls are mapped to trust
relationships, focusing on breaking the attack
vector.

NOTE: This approach to identifying and managing security trust relationships is
also the correct way to implement Zero Trust and fundamentally changes how
we approach embedded product security!

© BAE Systems Approved for Public Release BAE SYSTEMS
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* Using trust engineering, a hierarchical analysis

Real-World Applications

* BAE Systems Cyber Resilience Capability
Group(CRCG) applies its Cyber Systems
Engineering(CSE) methodology to harden our
electronic warfare products against cyber attacks.

15

Using our research results, our next step is to
explore the implementation of a “guard Al” to
secure the trust relationship for signals entering
and leaving the Al/ML-enabled systems elements
and providing maximum security to the platform
and users.

* The described capability for securing Al/ML-
enabled systems is the next increment of CSE
capability.

Multi-Level AIML-enabled Design Pattern

.

o’ " ".r.surc‘:wmun'd:uu
i guard Al"

Ty, — r —— -

T

LRU |Network |Phﬂnl‘lll

framework, and a common design pattern, we
tailor specific attacks and defense appropriate to

Board

each products to secure Al/ML-enabled

Chip

@: Sensor = actuator o: trust relationship

components.

Approved for Public Release
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Questions?
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